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ABSTRACT With the popularity of surveillance cameras and the development of deep learning, significant
progress has been made in the field of smart surveillance. Face recognition is one of the most important yet
challenging tasks in human-centered smart surveillance, especially in public security, criminal investigation
and anti-terrorism and so on. Although the state-of-art algorithms for face recognition have achieved
dramatically improved results and have been widely applied in authentication scenario, the occlusion
problem on face is still one of the critical issues for personal identification in smart surveillance, especially
in the occasion of terrorist searching and identification. To address this issue, this paper proposed a new
approach for eyes-to-face synthesis and personal identification for human-centered smart surveillance. An
end-to-end network based on conditional generative adversarial networks (GAN) is designed to generate the
face information based only on the available data of eyes region. To obtain photorealistic faces and identity-
preserving information, a synthesis loss function based on feature loss, GAN loss and total variation loss
is proposed to guide the training process. Both the subject and objective experimental results demonstrated
that the proposed method can preserve the identity based on eyes-only data, and provide a potential solution
for the identification of person even in the case of face occlusion.

INDEX TERMS Face Synthesis, Face Recognition, Conditional GAN, Smart Surveillance, Video Surveil-
lance, Image Generation.

I. INTRODUCTION
With the popularity of surveillance cameras, video surveil-
lance plays an increasingly important role for social public
safety. To enable smart surveillance systems, researchers be-
gan to introduce computer vision technology to surveillance
system supporting effective analysis and investigation. Fur-
thermore, with the advent of deep learning, much progress
has been made in the field of computer vision, including
video surveillance. The current smart surveillance system has
4 major objectives: (i) object detection, (ii) object tracking,
(iii) object classification/identification (include face recogni-
tion), behavior and (iv) activity analysis [1]. Their relations
are demonstrated in Fig. 1.

These four tasks are related to each other, from low-level
task to high-level task. For human-centered smart surveil-
lance, especially for the scenarios of public security, criminal
investigation and anti-terrorism, the identification of person

in the video scene is one of the most significant yet challeng-
ing tasks. With the application of deep learning, face recog-
nition has made a significant progress in recent years, such
as Gaussianface [2], Deepid [3], Deepface [4], Facenet [5].
In recent studies, the recognition rate of the algorithm has
even exceeded that of humans on public face dataset like
labeled faces in the wild home (LFW) [2], [3]. However,
the high recognition rate of these face recognition methods
was obtained on the public dataset, where the quality of
images are usually good, with slightly inclined and obscured.
These methods normally require: the image with full faces
appeared. In typical smart surveillance systems, there are
numerous disturbing factors for face recognition. Tilted and
blocked faces lead to some issues in existing algorithms.
Particularly, the occlusion problem is hard to solve with the
existing face recognition algorithms. In the field of public
safety, criminal investigation and anti-terrorism for instance,
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FIGURE 1. Four tasks in smart surveillance system.

it is normal that the terrorists wear masks or other obstruc-
tions.

To deal with the issue of faces information loss from
the video and to make the surveillance system smarter for
better human identification, there are some studies turning to
synthesize new faces from the original faces and perform the
face recognition task based on the synthesized images. These
studies are used as preprocess methods, which can effectively
improve the recognition rate of face recognition.

Fig. 2 shows four typical cases of face image with
information-missing. From top to bottom, the first face is
blocked with occlusions incurred by random meshes, the
second appears to be a side face, in the third image the
nose is blocked by another image, and in the fourth image
the face is blocked by a half-mask. There are some studies
in the literature have made improvements to these problems
(results on the right of figure) [6], [7], [8], [9]. However,
when it comes to the case that only eyes information available
as shown in the fifth row, the existing methods mentioned
above fail to work. This study is aimed at providing new
solution to achieve better performance in human identifica-
tion where only eyes information is available. We proposed
a new approach to synthesize face from eyes region only (as
shown in the fifth row in Fig. 2) for personal identification in
human-centered smart surveillance system. In the proposed
approach, an end-to-end neural network based on conditional
GAN is designed to directly develop a mapping between eyes
image and face image, based on which new face images can
be synthesized for preserving the photorealistic and iden-
tity information. A specific loss function for face synthesis
is proposed to effectively persist the consistency between
synthesized faces and ground-truth faces. Both subjective
and objective experimental results show that the synthesized
faces are realistic and with high consistency to the ground-
truth, with the average cosine similarity in celebfaces at-
tributes (CelebA) and LFW dataset are both above 80%.

The rest of the paper is organized as follows. The recent
related works on image inpainting and face synthesis are
introduced in section II. Section III illustrates the network for
eyes-to-face synthesis and its loss function. In section IV, we
explained the process of eyes-to-face dataset production and
experimentally verify our method for face synthesis. Finally,
conclusion and future works are made in Section V.

FIGURE 2. Face generation based on partial infomation.

II. RELATED WORK
Eyes to face synthesis can be considered as a generalized
problem of reconstructing image from partially available
information. So, face synthesis from eyes is similar to a
classic task called image inpainting, which has found in
many applications from the restoration of damaged paintings
and photographs to the removal/replacement of selected ob-
jects [10], [11]. The blocked faces can be regarded as the face
images needed to be restoration, and the restoration is the
process of removal occlusion on face. Then the restored faces
can be used for face recognition. Some methods have been
developed to remove sparse occlusion or small rectangular
occlusion [12], [13], [14], and use it for face recognition. The
methods developed in the literature can only deal with simple
occlusion issues, and the results are not satisfactory in case
when only the eyes information is available.

With the rapid development of deep learning, great
progress has been made in image inpainting. Based on an
end-to-end network, face inpainting is able to restore higher
quality faces and solve more complex problems [15]. Espe-
cially, as GAN was presented in 2014 by Goodfellow [16], it
has been successfully applied to vision tasks including image
inpainting [17], super-resolution [18] and style transfer [19].
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Deepak Pathak’ work [17] proposed a new network called
Context Encoders to produce a plausible hypothesis for the
missing part(s), which are covered by a white square in the
images. However, the results of Context Encoders are still
not satisfactory because there are always light white square
or ghosting artifacts in the synthesis results. Raymond A.
Yeh’s work [20] and yang’s work [21] processed improved
networks, but there are still some blur and ghosting region in
the recovered images.

Apart from the approach of image inpainting, other face
synthesis methods based on generative model have been
provided to achieve better performance in case of more
information loss. Some interesting generative model has been
proposed based on GAN [22], [23] to generate photorealistic
faces, which take a vector of random noise (e.g., a fixed
dimensional uniform distribution noise) as the models’ input.
Since these methods’ inputs are random noise, their output
faces’ identity is unsure or absolutely new. Though it is an
interesting application to synthesize photorealistic faces from
random noise, its uncertain inputs and outputs cannot satisfy
the needs for face recognition. Some improved methods have
been proposed to address this issue, by means of introducing
conditions in the inputs to constrict the uncertain outputs.
Conditional face synthesis methods were thus developed
based on conditional GAN [24], [7], [19], [32]. Lu [19]
and Li [32] both focus on the problem of generating human
face pictures with specific attributes (e.g., eyeglasses and
smiling). Huang’s work [7] presented a novel network to
generate a photorealistic front view from a profile face image
and then use the front view for face recognition. However, the
network is only designed for face rotation and not appropriate
to eyes-to-face task. To our best knowledge, there is no study
concerning on face generation from the data of eyes.

III. APPROACH
The aim of face synthesis from eyes is to synthesize a
photorealistic and identity preserving face image IF from
an eye image IE , by forming a mapping function F (x) (as
shown in Fig. 3). F (x) can synthesize the corresponding face
from a given eyes images. It can be formulated as follows:

IF = F (IE). (1)

We use deep neural networks to realize such a mapping
function F (x). To train such a network, pairs of correspond-
ing {IE , IF } from multiple identities y are required during
the training phase. Both the input IE and output IF come
from pixel spaces.

Specifically, we model the synthesis function using an
encoder-decoder network GθG that is parametrized by θG.
The network’s parameters θG are optimized by minimizing a
specifically designed synthesis loss Lsyn. For a training set
with N training pairs of {IFn , IEn }, the optimization problem
can be formulated as follows:

FIGURE 3. Mapping from eyes space IE to face space IF .

θ̂G =
1

N
argmin
θG

N∑
n=1

Lsyn(GθG(I
E
n ), I

F
n ), (2)

where Lsyn is defined as a weighted sum of several losses
that jointly constrain an image to reside in the desired man-
ifold. We will postpone the detailed description of all the
individual loss functions later.

A. NETWORK ARCHITECTURE
The network proposed in this study is shown in Fig. 4. The
entire network is a conditional GAN network, including two
parts: generator and discriminator. The generator takes an
eyes image as input and synthesize a corresponding face im-
age. The discriminator is used to discriminate the synthesized
faces and ground-truth faces. Generator and discriminator are
trained together. The min-max two-player game provides a
simple yet powerful way to estimate target distribution and
generate novel image samples [22].

1) FULL NETWORK DESIGN
In order to generate more realistic human faces, conditional
GAN was utilized to design the eyes-to-face synthesis net-
work. It contains two parts, including generator and dis-
criminator. The generator is the main part, which generate
coincident faces from the input eyes. We use an end-to-end
network called U-net [25], [26] as generator GθG , which will
be described further later. To incorporate prior knowledge of
the synthesis faces’ distribution into the training process, we
further introduce a discriminator DθD to distinguish ground-
truth face images IF from synthesized ones GθG(I

E). In
the discriminator, we use a general convolutional neural net-
work (CNN). We merge synthesized faces and ground-truth
together in the color channel, then take the merged images
as the inputs of a 5-layers-CNN. Finally, the discriminator
create new feature maps, which are used for discriminative
loss. We train DθD and GθG to optimize the following min-
max problem:

min
θG

max
θD

EIF∼P (IF ) logDθD (I
F )+

EIE∼P (IE) log(1−DθD (GθG(I
E))),

(3)

where P (IE) and P (IF ) are both fixed distributions, and
IF ∼ P (IF ) means IF meets the distribution of P (IF ).
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FIGURE 4. The proposed network for face synthesis from eyes.

Solving the min-max problem is to push the outputs of the
generator to match the target distribution of the training
synthesized faces, leading to photorealistic synthesis with
appealing high frequency details.

2) GENERATOR DESIGN

In the generator, we use the U-net for the synthesis of face
images. Fig. 4 shows the U-net network (the network in
generator), which has become a common neural network in
image segmentation and image generation [26], [27]. In the
proposed network, the input is a 256×256 pixels eyes image
and the output is a face image with the same size. The U-net’s
encoder and decoder process are totally symmetric. Both the
encoder and decoder have 8 layers, and every layer includes
a convolutional layer and a batch-normalize layer. The size
of convolution filters is 4 × 4, and its strider is 2. Therefore,
the feature map’s size will become half of its original size in
encoder, and it is no need to use a pooling layer to modify
feature map size. In decoder, every deconvolution layer is
just opposite, every layers’ feature maps are twice the size
of its previous layer. This mechanism contributes to losing
less image details than using pool layers to reduce the image
size.

B. LOSS FUNCTION

Generally speaking, L1 or L2 distance loss [26], [17] is the
first option for an end-to-end network where the output is
a image, like image segmentation and image translation. In
addition, to get full perception of images, perceptual loss,
content loss and style loss are also used, which are firstly
introduced in image style transfer. However, for eyes-to-face
task, we find that L1/L2 loss in image is not suitable.

Instead, the proposed method uses the synthesis loss func-
tion to guide the generator’s training, which is a weighted
sum of 3 individual loss functions, including feature loss,
generative loss and total variation loss. Feature loss helps
to preserve the consistency between synthesized faces and
ground-truth faces, and generate photorealistic faces. Gen-
erative loss is the inherent loss of GAN and total variation

(TV) loss contributes to better detail. We will give a detailed
description in the following sections.

1) FEATURE LOSS
Inspired by image style transfer and uncertainty of image
generation, we introduce a loss function called "feature loss"
to guide the training based on Upchurch’ work [28]. Dif-
ferent from some end-to-end tasks such as image transla-
tion, semantic segmentation and image inpainting. We focus
more on the face consistency between synthesized faces
and ground-truth. In other word, we focus on better face
recognition rather than reconstruct original face. In pixel
space, natural images lie on an (approximate) non-linear
manifold [28]. Non-linear manifolds are locally Euclidean,
but globally curved and non-Euclidean [28]. Bengio et al.
[29] hypothesize that convnets linearize the manifold of
natural images into a (globally) Euclidean subspace of deep
features. Hence we can calculate the difference between
synthesized faces and ground-truth in a linear way in feature
space generated from a pre-trained convolutional model. We
input the synthesized faces and ground-truth faces together
into a pre-trained VGG19 model [30], and then calculate the
L1 loss of every feature maps between synthesis faces and
ground-truth faces. Finally we sum all the L1 loss in feature
maps and use it as the feature loss. The feature loss will guide
the generator to persist the identification of the synthesized
faces. The feature loss of a face image takes the form:

Lfeature =
3∑
i=1

1

Wi×Hi

Wi∑
x=1

Hi∑
y=1

|Iipredx,y − Iigtx,y|

.

(4)

Noted that the equation is simplified, which meets the
situation of just a feature map in each layer. In fact, there are
many feature maps in every layer in VGG19. For simplicity,
we choose 3 feature layers in VGG19 convolutional layer
to calculate the L1 distance loss, whose name are Conv3-1,
Conv4-1 and Conv5-1, which can be seen in Fig. 5. Iipredx,y

is pixel value at points (x,y) in synthesized faces, Iigtx,y is
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FIGURE 5. Feature loss based on pre-trained VGG19 network.

pixel value at points (x,y) in ground-truth. And the Iipred and
Iigt is the relatively feature maps in VGG19 models, which
is already trained on Imagenet dataset. Lfeature is used for
guiding the training process, telling the network what’s the
deference between synthesized faces and ground-truth face
in feature space, which helps avoid abnormal face results.

2) GAN LOSS
Our network is based on conditional GANs. For a GAN
networks, the generative loss and discriminative loss are
most important. In this paper, the generative loss LG and
discriminative loss LD can be represented as follows:

LG = Ex∼Pdata(x),z∼Pz(z)[− logG(x, z)], (5)

LD =Ey∼Pdata(y)[− logD(x, y)]+

Ex∼Pdata(x),z∼Pz(z)[log(1−D(x,G(x, z)))].
(6)

In our network, LG is one of the synthesis losses guiding
the training process. Besides, LD loss is used for training
discriminator and serves as a supervision to push the synthe-
sized image to reside in the manifold of face images. It can
prevent blur effect and produce visually pleasing results [7].

3) TOTAL VARIATION LOSS
Finally total variation loss Ltv [31] is also included, in order
to avoid a mutation in the synthesis faces. This loss is also
used for image style transfer initially. The Ltv can constrain
the pixel changes in the generated results y and encourages
smoothness, which can be expressed as follows:

Ltv =
√

(yi+1,j − yi,j)2 + (yi,j+1 − yi,j)2. (7)

4) FINAL SYNTHESIS OBJECTIVE FUNCTION
The final synthesis loss function is a weighted sum of the
losses defined above:

Lsyn = λ1Lfeature + λ2LG + λ3Ltv. (8)

IV. EXPERIMENTAL RESULTS AND DISSCUSION
The experimental settings for subjective and objective eval-
uation of the proposed method are first discussed in this
section. Qualitative and quantitative results of the synthesis
experiments are presented for evaluation.

We evaluate our method based on 3 datasets, including
CelebA, LFW and a dataset created by ourselves. There are
more face image data in CelebA than the LFW, with better
quality. Since there is no off-the-shelf dataset for eyes-to-
face synthesis, we firstly made an eyes-face dataset based
on CelebA dataset. The dataset includes: different resolution,
age, gender, color of skin, facial expression and poses faces.
A sample of eyes-face images is shown in Fig. 6. To establish
the dataset we firstly we extract the faces using the Open
Source Computer Vision Library (OpenCV) from the original
image; secondly, we reshape faces images’ size to 256×256,
and then extract eyes’ region in the face; finally, we place
the eyes images and the corresponding face images together
as image pairs with the eyes in the left and face in the right,
obtaining a size of 512 × 256 image. After removing some
images whose eyes were detected by mistake, we finally ob-
tained 13220 eyes-face pair images. In our experiments, we
randomly selected 12605 images as training dataset, with the
rest 615 images as test dataset. Through the same methods,
we also create a dataset based on LFW. Besides, we create a
new dataset which contain blocked faces images.

The experiments are design as follows:
• To verify the effect of feature loss, we compare the

results synthesized by L1 loss and feature loss(other
losses in synthesis loss are the same).

• To evaluate the stability and generalization of our
methods, we test our methods on the aforementioned
datasets.

• To verify the faces consistency objectively and demon-
strate how the proposed work can conserving the human
identity, we calculate the euclidean distance and cosine
similarity between synthesized faces and ground-truth
based on a pretrained face verification network.

The proposed network is trained on a single TitanX GPU
for 400 epochs. In all our experiments, we empirically set
λ1 = 0.05, λ2 = 1.0, λ3 = 1.0, and the learning rate of
generator and discriminator are both 0.0002.

FIGURE 6. Examples in eyes-face dataset, include side faces and front view
faces, across different ages, color, face expression, poses and gender.
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A. COMPARISON OF THE OBJECTIVE FUNCTION

Different from existing work, the eyes-to-face synthesis for
face recognition dose not require that the reconstructed faces
are same as ground-truth in every pixel values. Instead, we
aim to generate a coincident face with the ground-truth for
better face recognition.

Previous work demonstrated that L1 distance loss en-
courages less blurring than L2 [26]. In order to verify the
priority of feature loss, we compare L1 loss and feature loss.
The results presented in Fig.7 is the comparison based on
CelebA’s test dataset. Two networks are both trained for 400
epochs and they are no different except L1/feature loss. The
feature loss show achieving more satisfactory results compar-
ing to L1 loss. In addition, when we combined L1 loss, the
synthesized faces always appear ghosting and unnatural, with
the training loss Lsyn hard to be reduced.

B. EVALUATE STABILITY AND EFFECTIVENESS OF
FACE SYNTHESIS

1) FACE SYNTHESIS ON CELEBA

We first test our method on the CelebA test dataset. The
synthesized faces are shown in Fig. 8. To illustrate the perfor-
mance, we show the synthesized results of 6 man and women
which showed that our method can generate photorealistic
faces.

The synthesized faces do not appear totally same as the
ground-truth faces. However, the two faces are like each other
to some extent. This illustrates that the proposed method can
extract consistent attributes of faces, including gender, color
of skin, angles, local facial parts (e.g., eyes, nose and mouth),
emotion, facial expression and so on. For example, when the
person in ground-truth is smiling, the generated face is also
smiling.

2) FACE SYNTHESIS ON LFW

To evaluate the stability and generalization of the proposed
approach, we apply the model trained based on CelebA train-
ing dataset to synthesize faces in LFW dataset. We employ
the same method to process the original LFW dataset and get
6730 eyes-face samples. Compared with CelebA, the LFW
dataset are with relatively worse quality. The input eyes,
synthesis faces and the ground-truth faces are presented in
Fig.9. It can be seen that most of LFW faces are not as clear as
CelebA images. The synthesized faces’ quality is not so well
as the results in CelebA faces. However, it is seen that the
synthesized faces’ quality is as the same level of ground-truth
images. We hypothesize that the quality of the synthesized
faces is dependent of the quality of input eyes. Hence, high-
resolution eyes would generate high-resolution faces, and
low resolution eyes synthesize low-resolution faces. Though
the model was trained based on CelebA faces, it can produce
competitive results on different data such as LFW, which
demonstrate the robustness of the proposed method.

3) FACE SYNTHESIS ON MULTIPLE POSES
To further demonstrate robustness of the proposed method
under the condition of different poses, we conducted experi-
ments on face image with different poses. The source data of
face images is from LFW dataset, as there are many different
pictures in some LFW persons’ file. We choose 6 persons in
LFW dataset, and for each person we choose 3 different poses
faces for generation. As shown in Fig.10, the synthesized
faces’ poses are almost the same as the ground-truth images,
regardless of the incline angle. Moreover, the generated faces
from same person are similar to each other. It should be noted
that our method does not rely on any 3D knowledge, the
inference and synthesis is made through purely data-driven
learning.

4) FACE SYNTHESIS ON OUR OWN BLOCKED DATASET
In order to demonstrate the practical value of the proposed
method in applications, we collected a new face dataset
and processed it like before. It includes 200 half masked
or blocked faces, with half masked faces as the main parts.
For samples in this dataset, we do not actually have the
corresponding ground-truth for the eyes since the faces are
all blocked. Visual inspection on the results shown in Fig.11,
it shows that our method obtained satisfactory synthesized
faces, demonstrating the stability and generalization of our
method.

C. EVALUATE CONSISTENCY OF FACE
SYNTHESIS(IDENTITY PRESERVING)
In order to evaluate the consistency of synthesized faces and
ground-truth faces objectively, we design 3 assessment crite-
rias, based on the idea of [28]. As it is improper to compare
the difference in pixel space, we extended it to define the
assessment in a feature space with a pre-trained classification
CNN network. We use a pre-trained face recognition model
to assess the difference between generated faces and label
faces. We apply the Facenet model [5] to extract 128-byte
feature vectors of synthesized faces and ground-truth faces,
then calculate the euclidean distance and cosine similarity
between them. As suggested in Facenet [5], the threshold
value to verify a person is set to be 1.1. When the euclidean
distance between two faces is smaller than 1.1, they are
considered to be the same person. Based on this, we design
another criterion called synthesis accuracy percentage, which
is the probability of the consistent faces in the entire faces
dataset. We experimented on CelebA and LFW dataset, the
results are presented in Table. 1. We also compare the L1
loss and feature loss with such objective criterion in Table. 2.
The overall euclidean distance for CelebA dataset in Fig.12.
It is seen that the synthesized faces are of high consistency to
the ground-truth faces. The average cosine similarity between
synthesized faces and ground-truth in CelebA and LFW are
both higher than 80%. The LFW dataset is created by the
same method with CelebA. Nevertheless, with larger scale
sample (6730) and worse quality, our method still obtained
a satisfactory result. When choosing 1.1 as the threshold,
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FIGURE 7. Comparison between L1 loss synthesized results and feature loss synthesized results.

FIGURE 8. Synthesis results by our method on CelebA dataset. For every image triple, the left column is input eyes, the middle column is synthesized faces and
the right column is ground-truth.

FIGURE 9. Examples of our methods’ results in LFW dataset. For every
image triple, the left column is input eyes, the middle column is synthesized
faces and the right column is ground-truth.

the synthesis accuracy percentage is higher than 91%, which
means that we could get a recognition accuracy higher than
91%. Besides, the objective comparison results between two

FIGURE 10. Examples of different poses’ results. For every image triple, the
left column is input eyes, the middle column is synthesized faces and the right
column is ground-truth.

loss function are in accord with subjective results, according
to Table. 2.

D. ALGORITHMIC ANALYSIS
In this section, We mainly analyze the overall performance
of our approach and some limitations. As is shown before,
our method can synthesize in essence of the attributes with
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FIGURE 11. Results of blocked faces from our own dataset. For every image
triple, the left column is input eyes, the middle column is synthesized faces and
the right column is ground-truth.

FIGURE 12. Euclidean distance between synthesized faces and their
ground-truth faces in 615 CelebA test dataset.

TABLE 1. Objective results for CelebA and LFW dataset.

Criterion CelebA LFW

Average euclidean distance 0.8002 0.8686
Average cosine similarity 83.26% 80.51%
Synthesis accuracy percentage 95.29%(615) 91.87%(6730)

TABLE 2. Objective results for comparison between L1 loss and feature loss.

Criterion L1 loss Feature loss

Average euclidean distance 0.8458 0.8002
Average cosine similarity 81.30% 83.26%
Synthesis accuracy percentage 89.43%(615) 95.29%(615)

ground-truth, include: gender, color of skin, facial expres-
sion, face poses and so on. Hence, our methods also can be
a basis for gender classification, facial expression classifi-
cation and other face related work. We further compare the
similarity between the synthesized faces and the ground-truth
faces by euclidean distance and discrete cosine distance. The
results show that the proposed method can provide a potential
solution for face recognition.

Of course, there are still several problematic synthesized
results. Some poor quality synthesized faces are presented in
Fig.13. Through analyses on a large number of synthesized
faces, we find that our method still have some limitations,
which can be further improved. Firstly, when the angle of
side face is big and close to 90◦, the intercepted eyes region
is incomplete, this would lead to blur or ghosting results. Sec-
ondly, based on the face images of European and American
people in the training dataset, the synthesized faces of Asian
and African people is not very well. This can be enhanced
by expand training dataset. Furthermore, when there are
abnormal color or resolution as inputs, the synthesized faces
is shown also to be abnormal.

FIGURE 13. Some typical poor quality synthesized faces. For every image
triple, the left column is input eyes, the middle column is synthesized faces and
the right column is ground-truth.

V. CONCLUSION AND FUTURE WORK
To tackle the occlusion in face recognition, we proposed
a new approach for eyes-to-face synthesis based only on
the eyes information, specifically for human identification in
human-centered smart surveillance system. To realize such
a task, we design an end-to-end neural network based on
conditional GAN. We use U-net to synthesize faces from
eyes, and improve the training process by means of condi-
tional GAN. To enhance the synthesis, we further introduce a
synthesis loss which is a sum of feature loss, generative loss
and total variation loss in the training process. The feature
loss compare the difference of them in feature space, which
contributes to identity-preserving and more photorealistic
faces. Experimental results demonstrate that the proposed
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method not only presents compelling perceptual results but
also have important robustness, which enables the develop-
ment of human-centered smart surveillance system, e.g. for
the scenarios of criminal identification and tracking. Our
methods also can be a basis for gender classification, facial
expression classification, face analysis and other face related
work. In the future, we will introduce more information to
synthesize more realistic and consistent faces, e.g. facial
contour information from masked persons.
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