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When people are asked to judge whether someone appears an-
gry or happy, seemingly irrelevant information such as a person’s
sex, race, and age can exert an influence on decision speed and ac-
curacy. For example, when asked to categorize faces as either
happy or angry, people are typically faster and more accurate to
categories happy compared with angry expressions; furthermore,
this effect is larger in magnitude for female faces compared with
male faces (Hugenberg & Sczesny, 2006). Several effects, includ-
ing participant sex differences, are difficult to estimate from exist-
ing research. The current research is intended to clarify data
patterns and explain why effects do not appear to generalize across
studies. Specifically, I consider the following threats to generaliz-
ability: namely, (a) the use of different stimulus sets in different
studies, (b) the use of different methods to remove outliers and
address the skew of the reaction time (RT) distribution, and (c) the
use of p values as a form of evidence. Finally, I illustrate, using
ex-Gaussian and related graphical approaches, how researchers
can capitalize on, rather than attempt to normalize or remove, dis-
tributional information.
Three ideas have been proposed to explain how face sex influ-

ences the speeded categorization of angry and happy facial expres-
sions: (a) The Confounded Signal Hypothesis (Becker et al.,
2007), (b) evaluative associations (Hugenberg & Sczesny, 2006),
and (c) gender stereotypes (Bijlstra et al., 2010). According to the

evaluative association account (Hugenberg & Sczesny, 2006),
faster responses to happy vs angry faces reflect more positive eval-
uative associations for happiness, and these positive evaluative
associations are stronger for female faces (“women are wonder-
ful”). Two further accounts stress face sex differences rather than
differences in expression type. According to the stereotype
account (Bijlstra et al., 2010), face sex activates gender stereo-
types and this associative knowledge facilitates responses. For
example, anger is rated as more typical of men than women (Plant
et al., 2000), and therefore the prediction is that this association
will facilitate responses to stereotype-congruent faces (e.g., male-
angry faces) compared with incongruent faces (e.g., female-angry
faces). The evolutionary-based, Confounded Signal Hypothesis
(Becker et al., 2007) makes similar predictions to the Stereotype
account but argues for a perceptual basis for such effects—the
perceptual features that make a face appear either masculine or
feminine are shared (“confounded”) with those that facilitate rec-
ognition of the face as either angry or happy.

Stimuli From Different Sets

One obstacle to drawing general conclusions based on existing
research findings is the use of different stimulus sets in different
studies. For example, an initial study (Hugenberg & Sczesny,
2006) used stimuli from the Pictures of Facial Affect set (Ekman
& Friesen, 1976) whereas a more recent study (Tipples, 2019)
used face stimuli from the NimStim database (Tottenham et al.,
2009). Both studies analyzed mean correct RTs using ANOVA.
Traditional ANOVA of aggregated RTs does not permit modeling
of stimulus variability and consequently, results can only be gener-
alized to other samples of participants if the same stimuli are used
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(Clark, 1973; Judd et al., 2012). Put differently, generalizability
across stimuli is assumed by not explicitly modeled.
A solution is to model RT data using a mixed effect model that

permits the simultaneous modeling of by-stimulus variability (ran-
dom effects for items) and by-participant variability (random
effects for participants). A recent study (Wolsiefer et al., 2017), in
which the authors reanalyzed data from large N studies of implicit
attitude tests, showed that test statistics calculated using traditional
tests (e.g., ANOVA) were inflated relative to generalized linear
and linear mixed models that modeled by-stimulus variability.
Similarly, mixed effects modeling applied to the results of two
studies of expression decision times (Craig & Lipp, 2018; Smith et
al., 2017) showed that key effects were no longer significant after
modeling by-stimulus variability. The authors of one of the latter
studies (Smith et al., 2017) questioned (footnote 4 page 6) the use
of linear mixed effects models with random effects for stimuli in
situations where “stimuli have been carefully selected and pre-
tested to ensure they do not vary largely on factors such as attrac-
tiveness and category typicality.” Nonetheless, based on the null
effects recorded in their mixed effects analyses the authors went
on to argue that generalizability can be improved by the inclusion
of larger, more varied samples of stimuli.

Objective 1

Considering the above concerns, the first objective is to estab-
lish the generalizability of the effect of face sex on expression rec-
ognition across the faces of multiple individuals. To achieve this
goal, participants were asked to categories angry and happy faces
of 36 individuals drawn from three stimulus sets, namely the Karo-
linska Directed Emotional Faces (KDEF; Lundqvist et al., 1998),
Pictures of Facial Affect (POFA; Ekman & Friesen, 1976), and
NIMstim set (NIM; Tottenham et al., 2009). This specific design
permits the inclusion of face identity as both a random (by-stimu-
lus) effect and stimulus set (KDEF, NIM, POFA) as a fixed effect.
Including stimulus set (KDEF, NIM, POFA) as a fixed effect
means the magnitude of the Face Sex 3 Expression interaction
can be examined across stimulus sets. In other words, the design
has the potential to clarify why results might differ between stud-
ies—the use of different stimulus sets.

The Use of p Values as a Form of Evidence

A further limitation of previous studies is the use of p values. A p
value . .05 does not permit the conclusion that there is “no differ-
ence” between conditions. Instead, p values are conditional probabil-
ity given a null hypothesis, p values indicate the probability of
observing a test statistic as extreme or more extreme than the calcu-
lated statistic. Two examples illustrate the problematic use of p val-
ues in the literature: (a) the male-angry versus female-angry RT
difference and (b) the reporting of participant sex differences. For
example, if the “males are aggressive” stereotype is activated on see-
ing a male face, then responses should be facilitated for male-angry
compared with female-angry expressions. This difference was
reported as significant in one study (Becker et al., 2007) but non-
significant in a separate study (Hugenberg & Sczesny, 2006). Based
on a nonsignificant result, the authors concluded “no difference”
when they said, “responses to angry expressions were invariant
across target sex” (Hugenberg & Sczesny, 2006, p. 524). Neither

study commented on effect sizes, and the effect sizes were not
accompanied by confidence intervals.

Participant sex differences are one explanation for the variability in
effect sizes across studies. Associations between maleness and anger
or aggression for example, might be stronger in females compared
with male participants because females are more often subjected to
domestic abuse than men (Office for National Statistics, 2019) AQ: 6. In
other words, female participants might demonstrate an ingroup bias
associating males with aggression and females with warmth and hap-
piness. There is some (albeit limited) support for this idea from both
rating studies and RT studies. For example, in one rating study (Eagly
&Mladinic, 1989) larger effects for female participants were recorded
in which participants were asked to rate their liking of characteristics
that they have freely chosen as typical of men and women. The
authors found that female participants’ (self-generated) stereotypes
were significantly more favorable to women than men, whereas, for
male participants, the effect was smaller and only marginally signifi-
cant. Similarly, in the same study, the authors found that although
both males and females tended to ascribe favorable traits to women
(the “women are wonderful”) the effect was significantly larger in
magnitude for female participants. RT studies (Nosek & Banaji,
2001; Richeson & Ambady, 2001; Rudman et al., 2002; Rudman &
Goodwin, 2004) designed to study implicit attitudes (preference) have
also recorded an in-group preference or implicit attitude favoring
females. For male participants differences between male and female
stereotypes were nonsignificant; a finding interpreted as indicating a
neutral attitude (Rudman & Goodwin, 2004).

Considering the evidence for larger effects in female partici-
pants, it is relevant to ask whether larger effects for females are
found in studies of speeded expression recognition. However, for
this topic, researchers have typically not reported effect sizes for
the sexes separately when p . .05 for the Participant Sex 3 Face
Sex 3 Expression interaction. In one study (Hugenberg &
Sczesny, 2006), the authors reported a significant three-way inter-
action involving participant sex with larger RT and accuracy dif-
ferences for female participants but then mentioned in the footnote
“Such sex differences, however, were not replicated in Study 2 or
in past research (for example, Hugenberg, 2005) and thus, are not
discussed further” (p. 524). Similarly, in a more recent study
(Craig & Lipp, 2018) the authors reported (in the footnotes) a sig-
nificant three-way interaction in two separate studies but also
noted, based on their Linear Mixed Effect Analyses of a larger,
gender balanced sample, that participant sex did not moderate the
effect of social category information on expression decision times.
Finally, a further study (Smith et al., 2017) also reported nonsigni-
ficant participant sex differences in the footnotes. In short, we
have no idea of the sign or magnitude for the possible moderating
role for sex differences because researchers have tended not to
report and discuss effect sizes when p values. .05.

Given the limited usefulness of p values for making statements
of “no difference,” alternative statistics have been proposed
including Bayes Factors (Rouder et al., 2012; Wagenmakers et al.,
2018), equivalence tests (Lakens et al., 2018) and Bayesian
approaches such as defining a region of practical equivalence
(Kruschke & Meredith, 2017). A broader point (Calin-Jageman &
Cumming, 2019; Greenland et al., 2016; Vasishth & Gelman,
2021) is that that the accumulation of scientific knowledge is best
aided by a greater focus on estimation and uncertainty through the
reporting of effect sizes along with confidence (or Bayesian
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credible) intervals. Confidence intervals are an index of uncer-
tainty—they provide a range of effect sizes compatible with the
data, under the model assumptions. When intervals are wide, they
should prevent overconfidence in the results, and this includes null
results where p. .05.

Removing Outliers

Focusing on effect sizes and uncertainty levels rather than p values
encourages a consideration of the best way of calculating such esti-
mates. This is challenging because RTs are distributed with a strong
positive skew and likely contain extreme, slow RTs that may have
been generated by lapses in attention (for example). Consequently,
the spontaneous, fast, automatic effects thought to underlie social-
–cognitive processes (Blair & Banaji, 1996) are unlikely to be cap-
tured by mean reaction times without removing extreme (slow)
values. A further possibility is that such effects are not in fact fast act-
ing but rather reside in the tail of the distribution (Ratcliff, 1993). In
the latter case, removing slow RTs and transforming RTs will likely
reduce the estimated effect size. Such possibilities mean that the
approach taken by specific researchers to address the skew and
remove outliers may be of critical importance.
Researchers examining the effects of social category information

on decision times have used different methods to remove extreme
values and address the skew of the RT distribution. Methods have
included (a) elimination of responses slower than 2.5 SDs above the
mean of correct responses and then analyzing the aggregated RTs
(Hugenberg & Sczesny, 2006), (b) analyzing the mean of medians
for each condition (Becker et al., 2007), (c) removing categorization
times faster than 100 ms or more than 3 SDs away from each partici-
pant’s mean (e.g., Craig & Lipp, 2017), (d) analyzing correct
responses greater than 100 ms (Craig & Lipp, 2018), and (e) remov-
ing response latencies below 200 ms or above 3,000 ms and then
applying a log-transformation to the RTs (Bijlstra et al., 2010).
Of the methods used so far, the approach based on SDs is nota-

bly problematic because the criteria assume a normal distribution
when this is almost never the case for RTs. This means that for a
positively skewed distribution such as RT data, the SD approach
will lead to the removal of a disproportionate number of slow
responses. Recommended approaches include calculating the 20%
trimmed mean with a bootstrap bias correction (Rousselet & Wil-
cox, 2020) excluding RTs based on median absolute deviation
(e.g., Leys et al., 2013) and excluding values based on transforma-
tion-based methods that lead to the identification of both fast and
slow RT extreme values such as applying either a log or z score
transformation to RTs before setting outlier criteria (Cousineau &
Chartier, 2010; Voss et al., 2015).

Objective 2

Given the variety of RT data preprocessing steps applied in past
research and the absence of recommended outlier approaches and
consideration of the distribution of the data, the second objective is to
assess the consequences of applying specific outlier techniques for
the reporting of participant sex differences. Specifically, I conducted
multiverse analyses (Steegen et al., 2016) by testing for moderation
of the Face Sex 3 Expression interaction by participant sex across
nine outlier removal methods that includes the methods used in previ-
ous research (Bijlstra et al., 2010; Craig & Lipp, 2018; Hugenberg &

Sczesny, 2006; Tipples, 2019) and recommended alternatives (Cous-
ineau & Chartier, 2010; Leys et al., 2013; Voss et al., 2015). Two
multiverse analyses were conducted: (a) ANOVA multiverse based
on aggregated nontransformed means and medians and, log and re-
ciprocal transformed RTs and drift rates and (b) a multiverse of dis-
tribution types (the Gaussian, ex-Gaussian, ex-Wald and shifted
Wald distributions) across the nine outlier removal methods
described above. Drift rates, ex-Gaussian, ex-Wald, and shifted Wald
distributions are described in the next section.

RT Distributions

When applying outlier removal or RT transformations, research-
ers typically do not plot RT distributions before and after prepro-
cessing nor do they report skewness statistics. Therefore, it is not
possible to know the extent to which data sets are comparable in
terms of the underlying distribution of the data. One solution is to
transform RTs to render the mean a more suitable index of central
tendency. Transformation RTs is also useful for identifying nones-
sential or removable interactions. Removable interactions are non-
additive, ordinal interactions that are subsequently rendered
additive via a monotonic transformation such as taking the loga-
rithm (Loftus, 1978; Wagenmakers et al., 2012). An additive
model is a simpler model compared with a nonadditive model and
therefore, suggests a more parsimonious account of the data.

Despite the simplicity of the transformation approach, for RTs
specifically, there are theoretical reasons for using the original
scale (Lo & Andrews, 2015). Specifically, stage processing mod-
els (Sternberg, 1969) assume a relationship between the time
required to complete a particular mental operation and the raw
RTs whereby additive interactions (for RTs) indicate separate
processing stages. Furthermore, rather than transforming data,
there exist other methods that permit a richer description of the
data. Alternative methods include graphical approaches for RTs
and accuracy and analytic approaches that explicitly model the
location scale and shape of the RT distribution. I will now discuss
these approaches.

Graphical Approaches

Possible plots that go beyond analysis of the mean RT, include
Hazard, Delta, Quantile, Vincentile plots. Accuracy rates can also
be plotted as a function of RT by calculating and plotting a Condi-
tional Accuracy Function (Gratton et al., 1988; Lappin & Disch,
1972). For RTs, delta plots (De Jong et al., 1994; Ellinghaus &
Miller, 2018; Pratte et al., 2010; Ridderinkhof et al., 2004) are a
graphical way of displaying the difference between two distribu-
tions to help identify the time course of an effect. To create a delta
plot, the RTs are first rank ordered for each participant and condi-
tion separately and then collected into bins of equal width (e.g.,
five quantiles). The mean RTs can then be computed within each
bin and used as an index of the RT for each quantile.

F1Figure 1 illustrates a Delta plot created from simulated data
(N = 30; 50 trials per condition) whereby, for example, an RT
slowing effect in an incongruent condition (e.g., female-angry
face) compared with a congruent condition (e.g., male-angry face)
appears among the fastest RTs but then reverses in sign for slower
RTs. For the simulated RT data specifically, the difference is not
significant when the data are aggregated and subsequently
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analyzed using a two-sided, paired samples t test, t(29) = �1.67,
p = .10; 95% CI [�30, 3]. Based on the latter p value it is tempting
to draw the conclusion “no difference” even though, as shown in
Figure 1, there appears to be a clear effect among the fastest RTs
and moreover, there is a reversal in the effect across time. Relat-
edly, in Figure 1b I have created a CAF (using simulated data), in
which an effect similarly appears the fastest RTs and then reduces
in magnitude for slower RTs (as accuracy reaches maximum).

Distributional Modeling

In addition to graphical approaches, there exist models that
make good use of the distinctive location, shape and scale of the
RT distribution rather than attempt to either transform-to-normal
or ignore such characteristics. Suitable distributions for RT data
include but are not limited to, the inverse Gaussian, Gamma, ex-

Gaussian, ex-Wald, shifted Wald, shifted Weibull, and shifted log-
normal distributions. Here, I will focus on four; namely, the Wald,
ex-Gaussian, ex-Wald, and shifted Wald.

The ex-Gaussian distribution typically provides an excellent fit
to RT data (Luce, 1986). The ex-Gaussian distribution is a convo-
lution of the Gaussian and exponential distributions where the pa-
rameters l (mu) and r (sigma) are the mean and the standard
deviation of the Gaussian component and s (tau) is the mean and
standard deviation of the exponential component. Tau accounts for
slow RTs that contribute to the long tail of the RT distribution. An
example of changes in the three parameters of the ex-Gaussian is
provided in F2Figure 2 with broken (dashed lines) showing a
decrease in mu that typifies faster RTs (Figure 2, left), increased
alpha or more variable RTs (Figure 2, middle) and increased tau,
reflecting an increased density of slower RTs (Figure 2, right).

Figure 2
An Example of Changes in the Three Parameters of the Ex-Gaussian

Note. Broken (dashed) lines illustrate a decrease (leftward shift) in mu (left), increased alpha (middle), and increased tau, the
exponential component (right).

Figure 1
AQ: 14 Time Course of RT Differences Illustrated using a Delta Plot and a Conditional

Accuracy Function (CAF)

Note. (a) Example of a delta plot using simulated data. The delta plot shows the RT difference
(incongruent minus congruent) across five RT quantiles for the congruent condition. Error bars
for the delta plot are percentile bootstrap confidence intervals created using freely available R
code (Rousselet & Wilcox, 2020). (b) Illustration of a Conditional Accuracy Function by which
accuracy rates have been calculated for five RT percentiles for each person and condition.AQ: 15
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Effects not apparent in mean reaction times have been revealed
by fitting RTs to the ex-Gaussian distribution. For example, Heath-
cote and colleagues (Heathcote et al., 1991) used the ex-Gaussian
to model data from a Stroop and found that the inconsistently
reported facilitation effect—faster RTs for congruent vs neutral
condition—was recorded for l but reversed in sign for s. Heath-
cote et al., concluded “Because it [ex-Gaussian analysis] provides
a good description, it allows researchers to decide whether skew
can be ignored and, thereby, helps to avoid errors of interpretation,
errors that, we fear, are likely with the traditional analysis of
MRT.” In short, ex-Gaussian analyses revealed effects (reversal of
the facilitation effect) that were not apparent in analyses of mean
reaction times and again, in the present context, might prevent the
conclusion “no difference” that might be reached via analyses of
mean reaction times and mean proportion correct.
A noted shortcoming of the ex-Gaussian as a plausible generative

model for RTs is that it permits negative RTs. In contrast, values for
the Wald, Gamma and Lognormal distributions (for example, allow
only positive values). Furthermore, both the ex-Wald (Schwarz,
2001) and shiftedWald might be considered as a plausible model for
the generation of RTs. The ex-Wald replaces the Gaussian compo-
nent of the ex-Gaussian with the Wald distribution. Therefore, like
the ex-Gaussian, the ex-Wald includes three parameters with m and
r, referring to the mean and standard deviation of the Wald portion
and s referring to the exponential portion of the ex-Wald distribution.
The shifted Wald replaces the exponential parameter of the ex-

Wald with theta, a parameter that accounts for the shift of the
entire RT distribution away from zero (seeF3 Figure 3, right). An
example of changes in the three parameters of the shifted Wald are
provided in Figure 3 with broken (dashed lines) showing an
increase in gamma or drift rate (left), increased alpha (middle) and
increased theta or nondecision time (right). Theta can be thought
of as accounting for residual or nondecision times occurring before
and after the decision-making process. The Wald distribution has
been used to describe a diffusion process—the first passage time
that a particle in Brownian motion reaches a certain value (a single
absorbing boundary). In the context of decision making, the Wald
might also describe the time for evidence to accumulate toward a
single decision-making threshold (decision boundary).

The Drift Diffusion model (DDM; Ratcliff, 1978; Ratcliff &
McKoon, 2008) extends the idea of evidence accumulation to two
responses (for example, happy and angry responses). In the four-pa-
rameter version of the DDM, the distribution of RTs and responses
are modeled in terms of four model parameters; namely, boundary
separation a, drift rate v, starting point z, and nondecision time Ter.
As illustrated in F4Figure 4, The decision maker is thought to sample
evidence from the target stimuli (for example, a female-angry expres-
sion) until a response boundary is reached and a response is initiated.
If the quality of evidence is good then evidence will accumulate rap-
idly, and this will be indexed by a higher drift rate. Faster responses
might also be due to either faster nondecision times (lower Ter val-
ues) or lowered response thresholds (lower boundary separation val-
ues) or a response bias favoring one response option (higher starting
point). The appeal of the model is that it offers a principled way of
separating out these possibilities. The EZ-diffusion model (Wagen-
makers et al., 2007) reduces DDM to three parameters (a, v, Ter) by
assuming that the starting point of the diffusion process is equidistant
from the two response boundaries.

Because the Diffusion model is frequently described as a suitable
model for RT data, I also estimated nine diffusion models for aggre-
gated data (one for each outlier removal). Fitting was carried out using
Kolmogorov Smirnov estimation using fast-DM (Voss & Voss, 2007)
following recommendations from a recent tutorial (Voss et al., 2015)
and recent research that used a similar design (Lerche et al., 2021).

Summary

In summary, this research can be seen as a test of the generality of
previous research findings. It attempts to establish the generalizability
of effects across the faces of multiple individuals drawn from multi-
ple stimulus sets, across individuals (participant sexes), and across
different outlier removal and distribution modeling approaches. A
further aim is to provide a more detailed illustration of the application
of ex-Gaussian analyses as an example of distribution analyses. For
the ex-Gaussian, ex-Wald and shifted Wald I used a framework that
is encapsulated in the R software package, GAMLSS (Rigby & Stasi-
nopoulos, 2005). GAMLSS or generalized additive models for loca-
tion, scale and shape includes more than 90 distribution types.

Figure 3
An Example of Changes in the Three Parameters of the Shifted Wald

Note. Broken (dashed) lines illustrate an increase in gamma or drift rate (left), increased alpha (middle) and increased theta
(right—location shift).
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GAMLSS also permits the inclusion random effects terms and there-
fore, is suitable for the first objective of this research namely, to
model by-items variability.

Method

Sample Size

The intention was to sample as many participants as possible
within one semester with the condition that the sample reaches a min-
imum of 34 male and 34 female participants—68 participants in total.
The decision to sample 34 participants is based on power = 80% (a =
.05) for a one-sided t tests against zero for the smallest effect size of
interest (Cohen’s dz = .44) for each participant sex. Future studies
are encouraged to use the estimates provided here and adopt a simu-
lation approach as highlighted in recent tutorials (DeBruine & Barr,
2021; Kruschke & Meredith, 2020; Kumle et al., 2021).

Participants

Eighty-six students from the Leeds Beckett University took part in
the study in return for a course credit. The final sample consisted of 34
males (Age: M = 26, SD = 11) and 52 females (Age: M = 23, SD =
12). Before commencing the study, ethical approval was obtained
from the ethics committee of the University Ethics Committee.

Face Stimuli

Thirty-six faces (18 females, 18 male) were selected from three
face databases: (a) Karolinska Directed Emotional Faces (KDEF;
Lundqvist et al., 1998), (b) the Pictures of Facial Affect (POFA;
Ekman & Friesen, 1976), and (c) NimStim (NIM; Tottenham et al.,

2009). Each set consisted of the faces of six male and six female indi-
viduals each displaying one happy and an angry expression. The face
images were scaled (in proportion) to 424 pixels in height.

Procedure

Participants completed two blocks of 144 trials separated by a
brief rest period. The entire set of 36 faces was presented twice
within each block, and therefore each block was composed of
equiprobable factorial combinations of face sex (male, female)
and facial expression (angry, happy). A new randomized trial
order sequence was created for each block, for each participant,
based on a computer-generated random seed. Sixteen practice tri-
als preceded the first main block of trials.

The trial sequence was (a) 1,000-millisecond blank interval, (b)
500-milliseconds fixation cross, and (c) the face stimulus until either
a response was made or 3.5 seconds had elapsed. If participants
failed to respond within 3.5 seconds, they received the feedback “too
slow” for an extra 500 milliseconds. Participants were instructed to
respond as quickly and accurately as possible. Following previous
research (Becker et al., 2007), participants responded by pressing the
A key with the left index finger to indicate an angry expression and
the H with their right index finger to indicate a happy expression.
The raw data can be found on the OSF (Tipples, 2022; https://osf.io/
67uyc/). This study was not preregistered.

Results

Code

For the data analyses, I used multiple packages created for the sta-
tistical programming language R (R Core Team, 2020). AQ: 7R packages

Figure 4
The Diffusion Model for Two-Choice Response Times

Note. The evidence accumulation process begins at a specific starting point (z) and subse-
quently follows an average increase or drift rate (v). When the accumulated evidence
reaches the upper boundary, a decision is made and a response is executed. The total RT
includes both the decision time and nondecision time (Ter). Nondecision time consists of
both stimulus encoding and response execution processes. The distance between the two de-
cision boundaries or boundary separation (a) and can be used as an index of response cau-
tion (larger values index greater response caution).
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included GAMLSS (Rigby, R. A., & Stasinopoulos, D. M. (2005))AQ: 8

for the ex-Gaussian, ex-Wald, and shifted Wald analyses. Full code
and raw data can be found on the OSF (Tipples, 2022; https://osf.io/
67uyc/). The criteria for including a participant’s dataset were (a)
an overall % correct greater than 60% and (b) an overall mean RT
less than 1.2 seconds. No participant data sets were excluded.

ANOVAMultiverse

ANOVA Multiverse analysis consisted of nine outlier removal
procedures, for two dependent variable types; namely, mean RTs
and drift rates (details below). Together, the multiverse creates 18
possible outcomes for the Face Sex 3 Expression 3 Participant
Sex interaction effect. Four methods to remove extreme values
have been used in previous research (Bijlstra et al., 2010; Craig &
Lipp, 2018; Hugenberg & Sczesny, 2006; Tipples, 2019). The
final five methods are the MAD approach described by Leys et al.
(2013), a transformation approach (Cousineau & Chartier, 2010),
further transformation-based method (3*IQR log[RT]) often used
in Diffusion Modeling (Voss et al., 2015), and two minimal RT
screening approaches (RTs .100 ms and RTs . 1 ms) A tradi-
tional mixed within-between ANOVA of RTs with outliers
removed according to MAD approach described by Leys et al.
(2013) is included in Appendix A.
For each Diffusion Model, response coding was used with

thresholds associated responses “happy” (upper threshold) and
“lower” (lower threshold) responses. For each participant, I esti-
mated separate drift rates, for each combination of face sex and
expression type (drifts for female-angry, female-happy, male-an-
gry, and male-happy expressions). Fitting was carried out using
Kolmogorov Smirnov estimation using fast-DM (Voss & Voss,
2007) following recommendations from a recent tutorial (Voss et
al., 2015) and recent research that used a similar design (Lerche et
al., 2021). For each participant, the Diffusion model included an
estimate of trial-by-trial variability of nondecision times along
with estimates of zr (starting point), t0 (nondecision time) and
alpha (boundary separation) values. Fits were assessed for each
person and each of the nine models (774 plots) by plotting the em-
pirical cumulative distribution function against the predicted cu-
mulative distribution function from the fitted model. An example
is provided in Appendix B. Visual inspection suggests that the
data of one individual was a relatively poor fit for the Diffusion

model across all outlier methods. Nonetheless, the data of the indi-
vidual were retained to enable comparison with MRT.

T1Table 1 shows the Bayes Factors (BF10) inclusion results and p
values for the Face Sex 3 Expression 3 Participant Sex interac-
tion term separately for the nine different outlier treatments for
mean RTs and Drift rates. The final two columns are the skewness
statistics for raw RTs and % of responses removed for each spe-
cific outlier treatment. Figure 5 shows the effect sizes (partial epsi-
lon squared with 95% CIs) for the Expression 3 Face Sex 3
Participant Sex interaction term for each outlier removal method
separately, for mean RTs (a) and drift rates (b). Bayes Factors
(BF10) inclusion values are evidence for the model that included
the Face Sex 3 Expression 3 Participant Sex compared with
matched models without the term (Mathôd, n.d.). AQ: 9Focusing on
mean RTs, Bayes Factors for including the three-way interaction
varied from Extreme support (BF10 . 100 for the 3*MAD outlier
method) to Barely Worth a Mention (BF10 = 1 to 3) to anecdotal
support for models without the term (BF10 = .33 to 1). For drift
rates, Bayes Factor supported the inclusion of the three-way inter-
action for all nine outlier methods with “extreme evidence” favor-
ing the inclusion of the term when the recommended (Voss et al.,
2015) method for outlier removal for Diffusion Modeling was
applied to the data.

GAMLSSMultiverse Analyses

For the GAMLSS Multiverse analyses I compared the same
nine outlier removal methods, across four distribution types
namely, the ex-Gaussian, Gaussian (normal), ex-Wald and shifted
ex-Wald. Together, the multiverse creates 36 possible outcomes
for the Face Sex 3 Expression 3 Participant Sex interaction
effect. All models included a three-way b Expression (happy) 3
Face Sex (male) 3 participant sex (male) interaction term created
from the treatment coded predictors, expression (0 = angry, 1 =
happy), face sex (0 = female, 1 = male), and participant sex (0 =
female, 1 = male). Also, all models and parameters included vary-
ing by-subject intercepts and varying by-subject slopes for face
sex and expression. Random effects for face identity (stimuli) are
included in the extended model (below).

T2Table 2 displays Akaike’s information criterion (AIC) calcu-
lated for each distribution type and outlier method model sepa-
rately. AIC is an estimator of prediction error with lower AIC

Table 1
Bayes Factors (BF10) Inclusion Results and p Values for the Face Sex 3 Expression 3 Participant Sex Interaction Term Separately for
the Nine Different Outlier Treatments for Mean RTs and Drift Rates

Mean RT Drift Rates

Outlier Removal Bayes Factor p Value Bayes Factor p Value Skew Removed %

1. ,2.5 SDs 1.28 .03723 4.59 .00,636 1.88 2.07
2. .200 ms and , 3,000 ms 0.36 .11338 4.99 .00,222 2.27 0.34
3. .100 ms and , 3 SDs 1.07 .06055 16.48 .00,090 2.00 1.96
4. .200 ms and , 2,500 ms 0.95 .03036 5.05 .00,220 1.93 0.66
5. 3*MAD 443.5 .00001 32.47 .00,092 0.79 6.25
6. .1 ms 0.37 .08394 6.81 .00,113 2.83 0.01
7. 3*IQR(log[RT]) 0.48 .12887 229.67 .00,043 2.53 0.45
8. Transformed 6.24 .00233 7.93 .00,346 0.96 4.45
9. .100 ms 0.51 .08115 35.95 .00,092 2.83 0.05

Note. The final two columns are the skewness statistics for raw RTs and % of responses removed for each specific outlier treatment.
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value indicating greater prediction accuracy. As shown in Table 2,
the recommended 3*MAD (Leys et al., 2013) and scaled transfor-
mation (Cousineau & Chartier, 2010) removal methods have high-
est prediction accuracy (lowest AIC values). In terms of
comparing across models, the model with lowest predictive accu-
racy (worst performance) is the Gaussian (normal) distribution and
this is particularly the case when all RTs . 1 ms are included
(Model 6 AIC = 13300). Compared with the Gaussian, the ex-
Gaussian, ex-Wald, and shifted Wald all had generally much lower
AIC values irrespective of the outlier method used.
Regression coefficients for the Expression (happy) 3 Face Sex

(male) and the Expression (happy) 3 Face Sex (male) 3 Partici-
pant Sex (male) interaction terms for each outlier removal method
for the ex-Gaussian, ex-Wald, Gaussian and shifted Wald, are
shown inF6 Figure 6. Note that the shifted Wald coefficients are
gamma units—drift rates. Error bars are Wald-based 95% CIs and
the dashed vertical gray line is the value zero. Focusing on the
Gaussian and method three (.100 ms and less than 3 SDs) we can
see that the 95% CIs range from a lower bound estimate of -69 ms
to an upper bound upper bound estimate of �14 ms. In other
words, for the latter approach we should not be surprised if in
future, hypothetical, repeated experiments we observed effects as
large as �69 ms and as small as �14 ms. In contrast, for the same
outlier method for the ex-Gaussian the 95% CI indicates a higher
degree of precision with estimates ranging from a lower bound of
�45 ms and upper bound �16 ms. In other words, for the same
outlier removal method, the cost of using the Gaussian rather than
ex-Gaussian is a 26 ms loss of precision in terms of 95% CI width
— future studies are relatively less likely to observe the three-way
interaction if they use the Gaussian rather than ex-Gaussian.

Delta Plot

As an initial form of distributional analyses, in Figure 7, 1 have
created a delta plot. The delta plot is shown in Figure 7 and illustrates
the stereotype incongruency effect (stereotype incongruent minus
stereotype congruent difference) for each expression type and partici-
pant sex separately. The male-angry stereotype effect was created by
subtracting mean RTs to male-angry faces from mean RTs to
female-angry faces for each RT bin separately. The female-happy
stereotype effect was created by subtracting mean RTs to female-
happy faces from mean RTs to male-happy faces for each RT bin
separately. As shown inF7 Figure 7, for female participants, the

stereotype effect for angry expressions (female-angry minus male-an-
gry) is relatively constant for the first three quantiles and conse-
quently reduces in magnitude for the final two quantiles. Also, for
female participants, for happy faces (female stereotype congruent
faces) the effect increases in magnitude as RTs lengthen. For male
participants, all effects are very small across the RT distribution.

Extended GAMLSS Ex-Gaussian Model

To probe further effects beyond the mean, the ex-Gaussian model
for outlier method nine (correct RTs .100 ms) was extended by
estimating models with random effects for stimuli and fixed effects
for set. The latter model (correct RTs .100 ms) was chosen
because removing RTs less than 100 ms has a clear theoretical justi-
fication—physiological constraints prevent decision making in less
than 100 ms (Ashby & Townsend, 1980; Luce, 1986). The model
extended the multiverse ex-Gaussian model by estimating the treat-
ment coded b Expression (happy = 1, angry = 0) 3 Face Sex
(male = 1, female = 0) 3 Participant Sex (male = 1, female = 1) 3
Set (NIM = 0, POFA = 1, KDEF = 0; NIM = 0, POFA = 0,
KDEF = 1) interaction term for mu, sigma, and tau. The extended
model used the link functions provided by GAMLSS namely, an
identity link for mu, a log link for both sigma and tau. Conse-
quently, regression coefficients are in log units for sigma and tau
(e.g., blog) and seconds for mu. To facilitate interpretation, three
models were estimate that varied in terms of the baseline or inter-
cept of the model. For Model 1, the NIM set served as the baseline
(intercept) against which slopes were estimated for the POFA set
and KDEF sets. Model 2 was identical except that the POFA set
served as the intercept. Finally, Model 3 was identical to Model 2
except that the intercept was estimated for male participants.

Random Effects

The extended model included by-items (face identities) random
intercepts and slopes (for expression and face sex) for mu, sigma,
and tau. For mu, the by-items random effects also included the
expression 3 face sex interaction term, but the model failed to
converge with the same interaction term for sigma and tau and
therefore, for sigma and tau, the by-items random effects included
slopes for expression and face sex and their correlation with by-
items intercepts (but no interaction between expression and face
sex). For the by-participants random effects specifically, the

Table 2
Akaike’s Information Criterion (AIC) for the Different Outlier Removal Methods for Each
Distribution, Separately

Outlier removal Ex-Gaussian Ex-Wald Gaussian Shifted Wald

1. ,2.5 SDs �9,231 �7,470 1,003 �8,485
2. .200 ms and , 3,000 ms �6,149 �5,795 9,171 �5,673
3. . 100 ms and , 3 SDs �9,149 �9,337 1,813 �9,243
4. .200 ms and , 2,500 ms �7,208 �6,869 6,083 �6,656
5. 3*MAD �16,073 �15,610 �12,025 �15,165
6. .1 ms �4,669 �2,643 13,300 �1,956
7. 3*IQR(log[RT]) �6,152 �6,000 9,558 �6,016
8. Transformed �14,126 �14,230 �8,572 �13,638
9. .100 ms �4,890 �4,474 13,275 �3,421

Note. Lower values indicate higher predictive accuracy.
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predictors set (POFA, NIM, KDEF), expression and face sex and
the interaction between these variables for the main parameter of
mu. For sigma and tau, the model included expression and face
sex (and the interaction between these variables) but the variable
set. More complex random effects structures failed to converge.

Fit and Quality Assessment

Model comparison indicated substantially improved fit for the
extended GAMLSS ex-Gaussian model relative to the multiverse
ex-Gaussian model 6 (AIC = �4669 vs. AIC = �9822). The skew-
ness statistic for the model was .02. Graphical checks of model
quality are provided in Appendix C—all plots indicated satisfac-
tory model fit. As a further check, I have plotted inF8 Figure 8 an
example of poor fit (left) and good fit (right). The top part of the
figure are histograms of empirical RTs overlaid ex-Gaussian den-
sity curve from fitted parameter values for a participant with a rel-
atively poor model fit (left) and a participant with a relatively
good model fit (right). The lower part of the figure are RT quan-
tiles for observed data (diamonds) plotted against simulated values
(crosses). Simulated RTs (n = 1,000) were generated from the fit-
ted parameter estimates from the model.

Mu

The highest order interaction, b Expression (happy) 3 Face Sex
(male) 3 Participant Sex (male) 3 Set (POFA) = .05078, 95% CI
[.02, .08], t = 3.14, p = .0017; indicated that for mu, the b Expres-
sion (happy) 3 Face Sex (male) 3 Set (POFA) differed between
male and female participants. Focusing on the leftmost panel of
Figure 8, for female participants specifically, the 40-ms interaction
pattern (b Expression (happy) 3 Face Sex (male) = .0409; 95% CI
[.02, .06], t = 5.17, p , .0001) indicates that, for faces from the
NIM set, RTs were faster to male-angry compared with male-happy
expressions (black line) whereas for female faces, the difference
had the opposite sign and was nonsignificant (gray line— b expres-
sion [happy] = .0041; 95% CI [�.01, .02], t = .76, p = .44).

Reestimating the model with the POFA set as the baseline
(intercept) helps further clarify the b Expression (happy) 3 Face
Sex (male) 3 Participant Sex (male) 3 Set (POFA) interaction
term. Specifically, focusing on the middle panel of F9Figure 9, the
interaction pattern for the POFA set fits an ordinal interaction pat-
tern with a 48-ms facilitation effect for female-happy compared
with female-angry expressions for female participants, b =
�.0488; 95% CI [�.06, �.04], t = �8.95, p , .0001, which is

Figure 5
Effect Sizes (Partial Epsilon Squared) for the Expression 3 Face Sex 3 Participant
Sex Interaction Term for Each Outlier Removal Method Separately for Both Mean
RTs (a) and Drift Rates (b)

Note. Error bars are 95% CIs based on the noncentral F distribution.
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reduced in magnitude by an estimated 29 ms for male faces, b =
.02925, 95% CI [.01, .05], t = 3.96, p = .00008. When the model
was reestimated with responses made by male participants to
female-angry faces from the POFA set serving as the intercept,
results showed that male participants were faster to respond to
female-happy compared female-angry faces from the POFA (mid-
dle panel, right), b = �.0218; 95% CI [�.03, �.01], t = �3.74, p =
.0001, and this pattern was weakly attenuated when faces were
male, b = .01389, 95% CI [0, .03], t = 1.63, p = .103—the gradient
of the black line (angry vs happy difference) is somewhat less
steep.

Sigma

The sign of the coefficients followed the expected direction for
sigma with higher sigma coefficients indicating increased variabil-
ity for face types associated with slower responses — the linear
law (Wagenmakers & Brown, 2007). So, for example, focusing on
the middle panel (see F10Figure 10), results show that female partici-
pant responses to female-happy expressions from the POFA set
were less variable than responses to female-angry faces from the
same set, blog = �.31302, 95% CI [�.33, �.3], t = �1.97, p =
.0484. The latter effect mirrors the RT speeding effect (lower mu
coefficients) for female-happy expressions from the POFA shown

Figure 6
Regression Coefficients for Expression (Happy) 3 Face Sex (Male) 3 Participant Sex (Male) Interaction Term for
Each Outlier Removal Method and for the Ex-Gaussian, Ex-Wald, Gaussian, and Shifted Wald Distributions

Note. For the shifted Wald only, estimates are in gamma units (drift rate) where positive values indicate a higher drift rates.

Figure 7
Delta Plot of Stereotype Incongruency Effect (Stereotype Incongruent Minus
Stereotype Congruent Difference) in Milliseconds as a Function of Stereotype
(Male-Angry, Female-Happy) and Mean RT Bin for Female and Male
Participants, Separately

Note. Error bars are bootstrapped 95% confidence intervals.
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in Figure 8. Similarly, the b Expression (happy) 3 Face Sex
(male) 3 Participant Sex (male) blog = �.497, 95% CI [�.52,
�.47], t = �1.92, p = .054, indicates higher variability for male-
happy (vs female-happy) faces from the NIM set (black line, far
left panel) for female participants but the reverse for male partici-
pants—male participants’ predicted responses to male-happy
expressions were more variable than their predicted responses to
male-angry expressions from the NIM set (the opposite pattern
reported for female participants).

Tau

For the parameter tau, as shown inF11 Figure 11, the largest effect
is a reduction in tau for happy faces vs angry faces from the both

the POFA and KDEF sets. Specifically, tau was smaller for
female-happy faces from the POFA set compared with female-
happy faces from the NIM set blog = �.278, 95% CI [�.3, �.26],
t = �4.44, p = .00001, and also smaller albeit to lesser extent for
female-happy faces from the KDEF set compared with female-
happy faces from the NIM set blog �.15083, 95% CI [�.17,
�.14], t = �2.45, p = .014. Higher order interaction terms
beyond the b Expression (happy) 3 Set (KDEF) and b Expres-
sion (happy) 3 Set (POFA) were small in magnitude—as illus-
trated in Figure 6, the reduction in tau for happy vs angry faces
for faces from the POFA and KDEF sets is similar in magnitude
for both face sexes and both participant sexes and very small for
faces from the NIM set.

Figure 8
Ex-Gaussian Model-Fit of RT distributions for Two Participants

Note. Top row—histogram of observed (empirical RTs) and ex-Gaussian density curve (from
fitted parameter values) for a participant with a relatively poor model fit (left) and a participant
with a relatively good model fit (right). The lower part of the figure shows quantiles for the
observed data (diamonds) plotted against simulated values (crosses). Simulated RTs (10,000
iterations per subject and quantile) were generated from the fitted parameter estimates.
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Accuracy

The numbers of correct responses for each person and condition
were modeled in a Bayesian Multilevel Logistic Regression. Weakly
regularizing priors were used for all model coefficients. For example,
the fixed effect coefficients (including the intercept) were modeled
with normally distributed priors with mean 0 and SD 1. A student t
distribution was used to model the variances. Chain convergence and
other diagnostics can be found in the online supplemental materials.
The explore the influence of accuracy across RTs, I binned ac-

curacy into three percentiles (0% to 33%; 33% to 66%; 66% to
100%) based on rank ordering RTs for each combination of partic-
ipant, expression, face sex, and stimulus set. The rationale for
choosing three rather than five RT bins (percentiles) was that such
a procedure for the current design equates to approximately eight

observations per cell of the design—a reasonable number for a
multilevel model. Effects coding (e.g., �.5, .5) was used for all
predictor variables and therefore, the intercept of this model is the
grand mean. For the variables “Set” and “RT Bin” effects coding
resulted in two sets of contrasts for each variable. For the variable
Set, contrast (a) compared the NIM set (�.66) against the sum of
the POFA and KDEF sets, and contrast (b) compared the KDEF
set against the sum of the POFA and NIM sets. For the variable
RT Bin, contrast (a) compared the 0% with 33% RT Bin to the
sum of the 33% to 66% and 66% to 100% RT Bins, and contrast
(b) compared the 66% with 100% RT Bin to the sum of the 33%
to 66% and 0% with 33% RT Bins. The random effects included
by-participant random intercepts and slopes for expression, set,
face sex, and RT bin. Interaction terms were not included in the
random effects structure.

Figure 10
Predicted Means for Fitted Data for the ex-Gaussian Parameter Sigma, as a Function of Expression, Face Sex,
Stimulus Set (NIM, POFA, KDEF), and Participant Sex

Figure 9
Predicted Means for the Ex-Gaussian Parameter Mu, as a Function of Expression, Face Sex, Stimulus Set (NIM,
POFA, KDEF), and Participant Sex
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There were 18 effects where the 95% HDI for the log Odds
excluded the value zero including a four-way interaction. I have plot-
ted 10 of the significant effects (where the 95% HDI for the log Odds
excluded the value zero) inF12 Figure 12. As can be seen in Figure 12,
the spread of the posterior density is widest — indicating greater
uncertainty — for the highest order five-way interaction. Following
the RT data, the 95% most credible estimates for the Face Sex 3
Expression3 Participant Sex interaction coefficient excluded zero as

a credible value, (Log Odds = �1.03, 95% HDI [�1.56, �.52]). The
Face Sex 3 Expression excluded zero for female (Log Odds = 1.04,
95% HDI [.69, 1.44]) but not male participants, (Log Odds = .019,
95% HDI [�.35, .40]).

To follow-up interaction effects, I calculated odds ratios (ORs)
whereby ORs less than 1 indicate a reduction in the odds, greater
than 1 an increase in the odds and 95% credible values that overlap
with 1 are suggestive of “not significantly different” rates of

Figure 11
Predicted Means for Fitted Data for the Ex-Gaussian Parameter Tau, as a Function of Expression, Face Sex,
Stimulus Set (NIM, POFA, KDEF), and Participant Sex

Figure 12
Significant Effects for Accuracy With 95% HDIs (Outer) and 68% HDIs (Inner) as
Indices of Uncertainty Around the Mean of the Median

O C
N O
L L
I O
N R
E

Note. The gray vertical line represents the null value (zero). The term f.sex refers to face
sex and p.sex refers to participant sex. See the online article for the color version of this
figure.
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responding. As shown inF13 Figure 13, female participants were more
accurate when responding to female-happy (estimatedM = .97) com-
pared with female-angry faces (M = .96), (happy/angry OR = 1.59,
95% HDI [1.07, 2.25]) but were less accurate when responding to
male-happy (M = .955) compared with male-angry faces (M = .97),
(happy/angryOR = .561, 95% HD I[.39, .77]). For male participants,
the OR for happy relative to angry faces was of similar magnitude
for both female faces (happy/angry OR = .82, 95% HDI [.51, 1.16])
and male faces (happy/angryOR = .80, 95%HDI [.52, 1.14])
As shown in Figure 13, the main effect of RT bin (Contrast 1)

reflected lower accuracy rates for the fastest responses (RT Bin;
0% to 33%) compared with accuracy averaged across the remain-
ing RT bins (33% to 66%; 66% to 100%). In other words, partici-
pants made “fast errors” with a reduction in the odds of
responding correctly among the fastest responses (33% to 66% RT
Bin) relative to both responses in the 33% to 66% RT Bin (OR =
.52, 95% HDI [.44, .62]) and the 66% to 100% RT Bin (OR = .60,
95% HDI [.48, .73]). The Expression 3 Set (Contrast 1) and
Expression 3 Set (Contrast 2) interaction effects indicated higher
accuracy when responding to happy (vs. angry) faces from the
POFA set (OR = 1.83, 95% HDI [1.29, 2.38]), the reverse pattern
for faces from the NIM set namely, reduced accuracy for happy vs
angry faces (OR = .45, 95% HDI [.33, .58]) and a small, nonsigni-
ficant difference for the happy versus angry contrast for the KDEF
set (OR = .82, 95% HDI [.59, 1.12]).
The general tendency to respond quickly and inaccurately was

quantified by further interaction effect illustrated in Figure 13;

namely, an Expression 3 Bin interaction effect and a four-way
Expression 3 Face Sex 3 Participant Sex 3 RT Bin interaction.
The latter four-way interaction showed that for female participants,
the tendency to respond more accuracy to happy (vs. angry) faces
from the POFA set was largest in magnitude for the fastest RTs
(0–33%; OR = 2.98, 95% HDI [1.72, 4.76]) and 33% to 66% RT
bins (OR = 3.07, 95% HDI [1.22, 5.96]). A similar pattern was found
for male participants although the effects for the POFA set restricted
to the first RT Bin (OR = 2.20, 95% HDI [1.13, 3.75]). The five-way
interaction indicated that the higher accuracy rates for happy vs angry
expressions from the POFA set was largest in magnitude for female
participants, responding to female faces among the fastest RTs (RT
Bin; 0% to 33%; OR = 5.84, 95% HDI [2.52, 11.16]) and average
RTs (RT Bin; 33% to 66%; OR = 7.22, 95% HDI [1.58, 21.19]). The
latter effect was reduced for the slower responses (RT Bin; 66% to
100%; OR = 1.67, 95% HDI [.57, 3.56]).

Discussion

Results showed that the effect of face sex on angry and happy
expression decision times was larger for female compared with male
participants. Multiverse analyses using both aggregated data and non-
aggregated data support the idea that previous studies may have
failed to record significant participant sex differences because of sub-
outlier removal methods. For aggregated RTs, moderation by partici-
pant sex was larger when aggregated mean RTs were analyzed using
recommended outlier removal methods (Cousineau & Chartier,
2010; Leys et al., 2013). For mean aggregated RTs the recommend

Figure 13
Posterior Model Estimates of the Number of Correct Responses Calculated From
the Fitted Bayesian Multilevel Logistic Regression Model of the Number of
Correct Responses as a Function of Face Sex, Expression, RT Bin and Participant
Sex

Note. Error bars are 95% credible intervals around the median.
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outlier removal methods led to the largest reduction in the skew of
the RT distribution. Effect sizes were nontrivial and Bayes Factor
indicated strong support for moderation by participant sex when RTs
were modeled as drift rates using the Drift Diffusion Model (Ratcliff
& McKoon, 2008) in combination with an appropriate outlier method
for Diffusion Modeling (Voss et al., 2015). For aggregated data, anal-
yses of mean RT and drift rates both converge on the same conclu-
sion—RT distribution matters.
The value of considering the RT distribution is corroborated by

the second Multiverse analyses that compared the Gaussian, ex-
Wald, ex-Gaussian, and shifted Wald distributions. Fit indices
indicated higher predictive accuracy and, a larger and more precise
three-way interaction term when either recommended outlier re-
moval methods were applied (Cousineau & Chartier, 2010; Leys
et al., 2013) to the Gaussian distribution or when the RT data were
modeled using distributions known to provide a good account of
RT data namely, the ex-Gaussian, ex-Wald and shifted Wald dis-
tributions. Again, the broad conclusion is that the RT distribution
matters—simply analyzing mean RTs without using a model that
can accommodate the location shape and scale of the RT distribu-
tion (e.g., ex-Gaussian, Diffusion model etc.) will mean that im-
portant differences in decision making times will likely be missed
or possibly rejected as reflecting “no difference.” With respect to
the ex-Gaussian specifically, this is the same conclusion reached
by Heathcote and colleagues in 1991 (Heathcote et al., 1991).
Extended ex-Gaussian analyses, delta plots, and analyses of accu-

racy as a function of RT further illustrate why the RT distribution
matters. A delta plot of the stereotype incongruency effect (stereotype
incongruent minus stereotype congruent difference) for each expres-
sion type and participant sex separately showed that, for female par-
ticipants, differences emerged early for both the male and female
face stereotype differences. For male faces specifically, the incongru-
ency effect (female-angry minus male-angry) reduced as RTs length-
ened. The extended ex-Gaussian analyses adds further support for
this conclusion as the critical Face Sex 3 Expression Type interac-
tion for female participants was largest for mu, among the fastest
responses. For tau, the parameter that models the slowest responses,
there was little evidence for Face Sex 3 Expression interaction.
Finally, modeling accuracy as a function RT showed that accuracy
was generally lower for the fastest RTs and moreover, this effect var-
ied by expression type, stimulus set and participant sex. This pattern
does not compromise the main Face Sex 3 Expression for female
participants—accuracy was generally higher for stereotype congruent
faces (e.g., female-happy faces) irrespective of RTs. In other words,
differences in accuracy emerged among the fastest RTs—an effect
that would not be detected in usual analyses of accuracy rates.
The second main conclusion concerns the generality of effects

across stimulus sets and faces of individuals (by-items random
effects). Including by-item random effects for face identities in the
ex-Gaussian model did not alter the main result—for female par-
ticipants, Face Sex 3 Expression interaction was 50 ms in magni-
tude for the NIM set of faces with 95% CIs ranging from 20 ms to
80 ms. For the widely used POFA set (Ekman & Friesen, 1976),
the estimate for the Face Sex (male) 3 Expression (happy) slope
was 13 ms for male participants (95% CI [�.003, .03]) and 29 ms
for female participants (95% CI [.01, .05]). I am not drawing the
conclusion that the effect does not exist in male participants but
rather, the effect is smaller. Also, the confidence intervals for the
difference for males are of similar range to those for female

participants so there is little of concern regarding the margin of
error of the RT estimates in male compared with female
participants.

Two previous studies (Craig & Lipp, 2018; Smith et al., 2017) in
which the authors modeled RTs using Linear Mixed Effects models
with crossed by-items and by-participants random effects found that
effects were no longer significant relative to analyses of the same
dataset using ANOVA. A key difference between the latter studies
and the current study is that in the latter studies, the authors averaged
across participant sexes after failing to reject the null hypothesis for
moderation by participant sex. As I have argued here, it is beneficial
to test for participant sex differences using suitable distribution for
RTs and moreover, to report and comment on effect sizes with uncer-
tainty levels even if effects are not significant.

Although key effects remained large when by-stimulus variability
was modeled, an unexpected finding was that the pattern of the Face
Sex 3 Expression interaction differed markedly between stimulus
sets. For the POFA and KDEF sets, the interaction followed an ordi-
nal pattern—a relatively larger happy face facilitation effect for
female compared with male faces. For the NIM set specifically, the
pattern for male faces was reversed—a larger facilitation effect for
male-angry faces compared with male-happy face but only a very
small, nonsignificant difference for female faces. This finding is diffi-
cult to reconcile with the idea that the happy face facilitation is an
index of evaluative processing whereby the “happy” response maps
onto “positive” and the angry response maps onto “negative.” This is
because such an account assumes that women are liked more (Hugen-
berg & Sczesny, 2006) and consequently this results in faster RTs to
female-happy expressions. Instead, for the NIM set specifically, the
faster RT pattern for female-happy expressions was reduced despite a
clear Face Sex3 Expression interaction (for female participants) with
faster RTs to male-angry compared with male-happy expressions
driving the interaction rather than facilitation for female-happy
expressions. Although the results do not rule out an evaluative proc-
essing account, they do highlight problems with focusing on the sim-
ple main effect of expression type as a way of understanding the data.

Relative differences between male and female participants
might be incorporated into any of the three main ideas used to
explain the influence of face sex on rapid angry and happy expres-
sion decisions—the theories do not adequately constrain the data.
One explanation that has yet to be considered that it is consistent
with generally higher levels of accurate expression recognition in
female individuals (Hone et al., 2019) AQ: 10, is that results reflect the
superior processing of facial expressions on average in female par-
ticipants. The enhanced decoding skill in female participants
means that female participants are more likely to notice face sex
cues even in task that does not specifically require participants to
encode face sex. An alternative that is consistent with the original
rating data reported by Eagly & Mladinic (1989) and RT studies
(Rudman & Goodwin, 2004) is that the effects are not specific to
face processing per se but rather reflect an in-group preference in
female participants. In other words, two accounts of the larger
effects for female participants might be tested in the future: (a) a
superior face processing ability and (b) evaluative preferences.

The current research has focused exclusively on two-alternative
forced choice decisions as a method to understand the effects of social
category information on expression decisions. Forced choice decisions
are not the only way to answer research questions for this topic. Con-
verging operations are an important component of construct validity
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(Garner et al., 1956), and therefore it would be beneficial to combine
the ex-Gaussian or related analyses with other approaches. One such
converging operation that might complement the RT approach is a
data-driven approach (Jack et al., 2014) that combines the generative
grammar of dynamic facial movements (Yu et al., 2012) with reverse
correlation (Ahumada & Lovell, 1971). In the latter approach, individ-
ual movements of the face called Action Units are animated and com-
bined to create a variety of dynamic facial expressions. Participants
categorize and rate the intensity of the facial emotion only when the
random facial movements corresponded with their perception of one
of the emotions. Further Machine Learning techniques are then used
to identify the Action Units that support accurate emotion discrimina-
tion and those that support confusion between emotions. Future
research could test whether the discrimination performance using
reverse correlation converges with the RT results gather using ex-
Gaussian or related RT modeling techniques.
The larger effect for female participants has important implications

for researchers wishing to avoid the ecological fallacy—concluding
that an effect applies to all individuals (in aggregate) irrespective of
individual differences. Reporting the effect sizes and uncertainty lev-
els for males and females separately and providing open access data
will help avoid the ecological fallacy and facilitate analyses of evi-
dence across studies (meta-analyses). In other words, researchers are
encouraged to look beyond the simple rejection of the null hypothesis
for a specific experiment. Whatever approach is taken, the current
study shows that the distribution of RT data and selection of face
stimuli needs careful attention.
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Appendix A

Traditional ANOVA of Reaction Time

Incorrect responses and RTs exceeding 33 the Median
Absolute Deviation were removed prior to analyses. Following
outlier removal, the mean of the median correct RTs were ana-
lyzed in a (face sex: Male vs. Female) 3 2 (expression: Angry
vs. Happy) 3 2 (participant sex: Male vs. Female) 3 3 (set;
NIM vs KDEF vs. POFA) mixed ANOVA with repeated meas-
ures for face sex, expression, and set. The Face Sex 3
Expression reported in previous research was replicated, F(1,
84) = 17.77, p , .001 (hp

2 = .17), and this effect was moderated
in the form of a face Sex 3 Expression 3 Participant sex inter-
action, F(1, 84) = 18.50 p , .001 (hp

2 = .18). Further effects
included a main effects of expression, F(1, 84) = 33.82, p ,
.001 (hp

2 = .29), and set F(1, 84) = 25.58, p , .001 (hp
2 = .23), a

two-way, Expression 3 Set interaction effect F(1.85, 155.71) =
38.92 p , .001 (hp

2 = .32) and an Expression 3 Set 3
Participant Sex interaction F(1.85, 155.71) = 3.26, p = .04 (hp

2 =
.04). The face sex main effect was small in magnitude and not
significant, F(1, 84) = 1.45, p = .23 (hp

2 = .02).
Simple interaction effects analyses indicated a significant

Expression3 Face Sex term for female participants, F(1, 51) =
54.03 p , .001, which was large in magnitude (hp

2 = .51) but a
nonsignificant interaction term for male participants F(1, 33) =
.00, p = .96 (h2

p , .01). For female participants, there was a

clear Happy Face Advantage, and the effect was larger in
magnitude for female faces (Cohen's dz = .86, 95% CI [.56,
1.20]) compared with male faces (Cohen’s dz = .02, 95% CI
[�.25, .29]). Also, female participants were faster to catego-
rize female-happy compared with male-happy expressions
(Cohen's dz = .98, 95% CI [.67, 1.34]) and slower to catego-
rize female-angry compared with male-angry expressions
(Cohen's dz = �.54, 95% CI [�.85, �.26]). For male partici-
pants, there was a clear Happy Face Advantage and moreover,
this effect was relatively large in magnitude for both female
(Cohen's dz = .56, 95% CI [.21, .95]) and male faces (Cohen's
dz = .65, 95% CI [.29; 1.05]).

The statistically large Expression 3 Set interaction showed
that the happy face advantage was largest in magnitude for the
POFA set (Cohen's dz = 1.11, 95% CI [.85, 1.39]) followed by
the KDEF (Cohen's dz = .72, 95% CI [.49, .9691]). The effect
was reversed for the NIM set although the effect was small and
nonsignificant when averaged across participant sex (Cohen's
dz = �.21, 95% CI [�.42, .001]). The Expression 3 Set 3
Participant Sex showed the reversal of the HFA for the NIM
set was largest (and significant) for female participants
(Cohen's dz = �.27,95% CI [�.56, �.002]) compared with
male participants (Cohen's dz =�.09, 95% CI [�.44, .23]).
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Appendix B

Diffusion Model Fits

Example fits for individual participants for one the nine Diffusion Models for the 86 participants. Plots show the empirical cumula-
tive distribution function against the predicted cumulative distribution function from the fitted model for each participant.

(Appendices continue)

Figure B1
Graphical Displays of Model Quality – Extended Ex-Gaussian

O C
N O
L L
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E

Note. From top-left, a plot of residuals against fitted values (A), a plot of the residuals against an index (B), a density
plot of the residuals (C), and a normal Q-Q plot of the residuals (D). See the online article for the color version of this
figure.
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Appendix C

Model Quality—Extended Ex-Gaussian
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Figure C1
Diffusion Model Fits – Empirical Versus Predicted Cumulative Distributions
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