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Abstract—Denoising  diffusion  probabilistic  models,  or
diffusion  models,  have  been  successfully  used  for  generating
images,  audio,  and music.  This  work aims to investigate  the
potential  of  employing  diffusion  models  to  develop  a  motif
composed by human composers to arouse specific emotions. To
achieve  this,  a  dataset  consisting  of  melodies and  their
corresponding  emotion  label  is  constructed  for  training  the
diffusion model. The model is conditioned on the user-generated
motif  and  a  label  displaying  the  desired  emotion  category,
which  opens  up  an  opportunity  for  human  composers  to
collaborate  with  computer  technology  in  the  field  of  music
composition.

I. BACKGROUND

Diffusion  models  have  showcased  their  capacity  for
generating  realistic  images  [1].  In  particular,  a  diffusion
model comprises two processes. The forward process entails
the repetitive addition of Gaussian noise to the input data x,
such  as  images.  Conversely,  the  reverse  process is
responsible for denoising a vector sampled from  p(z)(i.e.,
the  latent  representation  of  x)  in  an  iterative  manner,
ultimately restoring the input data to its original state. A well-
trained  diffusion  model  excels  in  learning  the  data
distribution p ( x ) within a provided set of data, enabling it to
create novel data.

Beyond generating images, diffusion models have found
applications  in  various  GenAI  tasks  [3].  To  facilitate  the
conditioning of the generated content, diffusion models often
incorporate a conditioning mechanism. Conditional diffusion
models are designed to learn the conditional distribution of
p ( z∨y ) where  y  is  the  conditioning input such as class
labels, text, or audio.

II.OVERVIEW

This work aims to investigate the capacity of employing 
diffusion models to expand upon motifs composed by 
human composers with the intention of bringing out specific 
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emotions. To achieve this, a dataset is constructed, 
comprising melodies in symbolic music format paired with 
corresponding labels represent emotional categories. 
Emotion categories, instead of ratings, are used because they
are more readily interpretable by composers. In the early 
stages of this research, the focus is placed on four primary 
emotional categories Happiness, Sadness, Calm, and Anger 
which correspond to the four quadrants of the valence-
arousal plane [4].

A diffusion model is constructed using the previously 
mentioned dataset. To train this diffusion model, 16-bar 
melodies are initially embedded using a pre-trained 16-bar 
MusicVAE [5]. This embedding is then employed as input 
for the forward process of the diffusion model. During the 
reverse process, the vector sampled from the latent space, 
along with the conditioning inputs, are concatenated and 
denoised. The 2-bar motif, extracted from the first 2 bars of 
the melody, is embedded using a pre-trained 2-bar 
MusicVAE. The emotion label is encoded using simple one-
hot embedding. During the inference phase, users are 
expected to provide a motif, along with an emotion label, to 
generate a full melody. The outcomes generated will be 
evaluated through both objective and subjective assessments.

III. CONCLUSION

This work presents a novel approach for crafting a 
human-composed motif that arouses specific emotions using 
diffusion models. This approach offers music composers the 
opportunity to interact with computers in their creative 
process.
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