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Abstract—This work aims to investigate the potential of 
employing Denoising diffusion probabilistic models, commonly 
referred to as diffusion models, to revert a processed electric 
guitar recording to its original, unaltered form while retaining 
all the expressive elements of the performance such as dynamics 
and articulation. Specifically, a parallel dataset is constructed, 
containing both the unprocessed and processed versions of the 
guitar recordings, which is used for training a diffusion model. 
To preserve the expressiveness, the model is conditioned on the 
processed guitar recording when restoring the raw guitar sound. 
This research has the potential to enhance the accuracy of 
various music information retrieval tasks, such as automatic 
music transcription.  

I. BACKGROUND 

Denoising diffusion probabilistic models, also known as 
diffusion models, have showcased their capacity for 
generating realistic images [1]. In particular, a diffusion model 
comprises two processes. The forward process entails the 
repetitive addition of Gaussian noise to the input data 𝑥, such 
as images. Conversely, the reverse process is responsible for 
denoising a vector sampled from 𝑝(𝑧)	 (i.e., the latent 
representation of 𝑥 in an iterative manner, ultimately restoring 
the input data to its original state. A well-trained diffusion 
model excels in learning the data distribution 𝑝(𝑥) within a 
provided set of data, enabling it to create novel data and 
surpass the performance of traditional Generative AI (GenAI) 
models. 

Beyond generating images, diffusion models have found 
applications in various GenAI tasks [3]. To facilitate the 
conditioning of the generated content, diffusion models often 
incorporate a conditioning mechanism. Conditional diffusion 
models are designed to learn the conditional distribution of 
𝑝(𝑧|𝑦) where 𝑦 is the conditioning input such as class labels, 
text, or audio. Nevertheless, it's worth noting that the 
application of GenAI models to audio signal processing 
remains an area that has not been thoroughly explored, to the 
best of our knowledge.  

II. OVERVIEW 

This work seeks to explore the potential of utilizing 
diffusion models to transform a processed electric guitar 
recording to its raw format (i.e., a clean electric guitar sound), 
akin to image denoising. To accomplish this, a parallel dataset 
containing both the clean and processed guitar sounds is 
constructed. The clean guitar playing is performed and 
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recorded by the author who is a professional studio guitarist. 
The recorded guitar recording is processed using Logic Pro. 
Due to the preliminary nature of this study, it only considers 
distortion as the processing technique.  

A diffusion model is developed and trained using the 
dataset mentioned above. To reduce the training time, a latent 
diffusion model is used [4]. It first encodes the input 𝑥 (i.e., 
ℰ(𝑥)) into a lower-dimension representation, carries out both 
the forward and reverse processes on ℰ(𝑥), and eventually 
decodes ℇ(𝑥)  (i.e., 𝒟(ℰ(𝑥)) ) to obtain 𝑥, . To preserve the 
expressiveness of the guitar playing, the model conditions its 
output on the processed guitar recording. More precisely, the 
conditional input 𝑦 is encoded using the Diffusion Magnitude-
Autoencoding introduced by Schneider et al. [5] and 
concatenated with the sampled vector during the reverse 
process. The generated outputs will be evaluated both 
objectively and subjectively. 

III. CONCLUSION 

While the full potential of diffusion models in audio 
signal processing remains largely unexplored [6], this study 
introduces a novel approach for the restoration of electric 
guitar sounds using diffusion models. Given the potential to 
extend this method to multi-track scenarios, this research has 
the capacity to enhance the performance of various music 
information retrieval tasks, including automatic music 
transcription, music source separation, and beat detection. 
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