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Artificial Intelligence is already impacting society in multiple ways, from the extraction of 
resources to build the entire AI ecosystem to the deployment of its services in a variety of 
social systems. In recent years, discussions and drafts around AI regulation have been raised, 
mostly by OECD and European Union, with limited normative ethics plurality. From a global 
perspective, the moral consensus of what is right and wrong became a challenging goal, 
considering the diversity of contemporary ethical positions in the global community, such as 
care ethics from the feminist branch or the communality ethics from the global south. In this 
context, sociology has been suggested to address the question of social order in the era of AI 
from a contingency and an interdisciplinary approach. More precisely, the theory of social 
systems of German sociologist Niklas Luhmann has been individualised as the most suitable 
lens to understand the complexity of AI’s impact on society for placing communication at the 
centre of the discussion about the interaction between humans and machines. Following the 
question of how social order could emerge in the AI era, where a highly complex system 
needs to be regulated by several prerequisites, the emergent approach has been identified as 
the best solution to understand the conditions of social order. From an extensive Luhmann’s 
theoretical review, it has been identified a relevant structure called expectation that deals with 
the temporal contingency of moral generalisations and therefore deserved further attention. 
Through a thematic analysis of Luhmann’s expectation index, it has been understood the 
necessity of a governance that anticipates AI’s expectation through its own kind, hence, 
through another AI system because only the AI system could fit the accelerated dynamics of 
its own structure, observing, and describing alternatives in a timely manner. Furthermore, it is 
proposed a novel model of reflexive expectation to solve the bias issue in the double 
contingency of social systems, been advised further application of the model to AI.  
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From moral code to social enlightenment 
 
Technology is part of human evolution; through the use of tools, we are separated from other 
animals. Technological innovations helped societies to rapidly adapt to turbulences by 
extending the number of operations that can be performed without thinking about it. 
Ultimately, technology is not good, bad, or neutral, but certainly, it has an impact that can 
only be considered in relation to the general system (Churchman, 1968; Cutcliffe, 2000; 
Seidensticker, 2006; Nye, 2007; Frey, 2019). The hype of technology, in synergetic coupling 
with a troubled economic system, and the rise of a new wave of morality worldwide indicate 
multiple moral issues behind the impact of Artificial Intelligence in society (Linden and Feen, 
2003; Rifkin, 2014; Kotler, 2015; Hughes, 2016; Broussard, 2018; Moore and Woodcock, 
2021; McQuillan, 2022), highlighting the relevance of an interdisciplinary exploration of AI, 
ethics and sociology fields. Consilience is proposed by Wilson (1998) as the key to the 
unification of sciences and humanities through “the linking of facts and facts-based theory 
across disciplines to create a common ground of explanation” (p. 6). For such complex task 
and following the craft theory-building approach suggested by Rivard (2021), the 
contemporary Niklas Luhmann’s social systems theory is proposed as an emergent approach 
to understanding the impact of AI technology in modern society and contributing to AI 
governance framework for offering the combination of textual disciplines, media studies and 
social science (Clarke and Hansen, 2009). Here are four aspects of contribution in this paper. 
First, it reviews and develops the literature on artificial intelligence, contemporary ethics, and 
modern sociology, exploring interrelationships and contradictions between scholars. 
Secondly, it explores Luhmann’s views of double contingency regarding expectation through 
a thematic analysis. Then, it discusses the implications of discoveries for AI governance, and 
finally it proposes a model of reflexive expectation to be further applied to AI case.   
 
The nature of the mind has been a highly debated philosophical problem since modern times, 
mostly related to the relation between mind and body and the understanding of consciousness 
and rationality (Furst, 1979; Crane, 2015). For Armour-Thomas and Gopaul-McNicol (1998), 
the concept of human intelligence has been discussed during the 20th century with little 
agreement, due to its flexible nature and multiple meanings from scientific and social 
perspectives (Richardson, 2022). The early period of intelligence studies was oriented to the 
trait approach, exploring the characteristics of the individual. The systemic and functional 
approaches started to be explored in the 30s, evolving into a behavioural learning theory in 
the 60s, preoccupied with the development of skills and knowledge acquisition. Since then, 
the combined fields of cognitive psychology, cognitive neuropsychology, cognitive 
neuroscience, and computational cognitive science have been carried on a variety of issues 
related to human intellectual tasks, including the organisation of knowledge, memory, 
perception, and brain operations (Friedman, Das and O’Connor, 1981; Eysenck and Keane, 
2020). Other models have been defining intelligence from a developmental approach 
perspective, by the degree of relevance of context, biology, and external environment. 
Ultimately, the multiple intelligence model proposed by Gardner (1999), has counted more 
than ten categories of intelligence, including verbal, spatial, naturalistic, and bodily 
kinesthetics (Almeida et al, 2009; Richardson, 2022). For the purpose of AI study, Low and 
Lawless (2021) chose a reasonable summary of human intelligence proposed by psychology 
scholar Robert Sternburg, which says it is the quality to understand abstract concepts, to learn 
from experience, to adapt to situations and to apply knowledge to interfere in the 
environment. Hershock (2021) made a similar conceptualisation, remarking on the 
significance of adaptation that implies permutation and persistence in a changing 
environment, allowing all living systems some level of intelligence. Luhmann (2012) stated 
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cognition is “the ability to connect new operations to remembered operations” (p. 69), 
arguing modern cognition theory does not rely anymore upon a human-centric approach, 
determining the differences between human’s superior cognitive abilities in relation to 
animals’ and machines’. In addition, he pointed out that electronic data-processing 
technology, such as Artificial Intelligence, can no longer be defined as supplementary to 
humankind, changing the relationship between humans and machines – it can be said AI, 
from the perspective of Luhmann’s social systems theory, is a living system. 
 
The idea of Artificial intelligence is not a new phenomenon, being its first appearance 
debated between the development of its mathematical foundation by Ada Lovelace in the 18th  
century, the formulation of terminology by science fiction in the 19th century, or its first 
computational model developed by Alan Turing in the 1940s. Several computer models have 
been developed in the decades after, attempting to simulate human perception, learning, 
judgments, and choice (Dawson, 2004), including Eliza, a natural language processing model 
created by Weizenbaum (1976), who stated his creation is an anthropomorphic reduction of 
human being, and as such should be taken as nothing else. Those golden years of AI finished 
in the 1970s, when a period of AI winter started, due to under-achievements and reduction in 
investments. AI became again a popular topic in the 2010s, driven by cheaper and faster 
technologies, resulting in an extensive marketing exploration of the term, and the 
development of new business and computer models, including Machine Learning, Natural 
Language Processing, and Expert Systems (Weizenbaum, 1976; Bostrom, 2016; Pelz-Sharpe 
and Kompella, 2019; Shead, 2020; Dignum, 2019; Iansiti and Lakhani, 2021), being most of 
the recent developments blind optimistic and lacking caution regarding AI functionality 
(Broussard, 2018). Due to this diversity of perspectives and implications, the definition of AI 
is a matter of domain. In computer science, AI is a study field that investigates how 
computers can imitate human intelligence by making judgments and decisions based on 
patterns (Sarmah, 2019). In contrast, other authors say machines cannot be intelligent as 
human beings since human intelligence is not algorithmic, but organic, which is not 
measurable (Penrose, 1994; Lebow et al, 2016), however, a human-level machine intelligence 
or even a superintelligence that “exceeds the cognitive performance of humans” could be 
achieved in the next decades if machines could understand natural language as humans do 
(Bostrom, 2016, p. 26). Historically speaking, AI has been defined by two approaches, the 
game-like and child-like, being the first more abstract and claimed to be appropriate to 
measure logical capabilities while the second is an embodied artificial agent that develops 
cognitive faculties by learning from the interactions with the world (Wilson, 2010). More 
recently, AI methods have been categorised in multiple ways by scholars and business 
practitioners, being difficult to distinguish relevant developments from sales strategies 
(Bostrom, 2016; Pelz-Sharpe and Kompella, 2019; Dignum, 2019). In the legal field, for 
instance, it has been described by Heikkinen (2019) as “a non-biological autonomous entity 
which has the ability to give rules to itself and the ability to make choices by an evaluative 
process.”. Contradictorily, Schuett (2022) argues the existing AI definitions are not 
compatible with legal definitions, advising policymakers to not rely on this term but focus on 
the risk-based approach. In ethical and sociological studies, many concepts of AI have been 
proposed in recent years, understanding AI is part of the social-technical relations. Among 
others, the new approaches have been called Responsible AI, Human-centred AI, AI for God, 
Sustainable AI, Desirable AI, and Decolonial AI (Taddeo and Floridi, 2018; Dignum, 2019; 
Dauvergne, 2020; Mohamed, Png and Isaac, 2020; Voeneky, 2020; Adams, 2021; Lowe and 
Lawless, 2021; van Berkel et al, 2022; Eke, Wakunuma and Akintoye, 2023), visualising a 
trustworthy AI that works for and with human beings, respecting human rights and 
considering the impact of development and deployment to society, economy and 
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environment. Despite the variety of AI strategies suggested to moderate the impact of this 
technology in society, and a good norm-setting from OECD, at the moment there is not a 
definitive legal framework for AI Governance in any country in the world, being AI Act from 
European Union the most developed draft (Radu, 2021; Schmitt, 2021; Cheng and Zeng, 
2022; Schuetts, 2023). 
 
Albert (2002) pointed out that governance, including emerging forms of global governance, 
cannot be reduced to interactions between hierarchically ordered institutions of the state, 
proposing instead a “dynamic multi-level governance” approach (p. 295). Koskinen et al 
(2023) pointed out the technology ecosystem governance needs the paradoxical combination 
of stability and flexibility, enabling new actors, artefacts and processes although permitting 
market growth. Data governance could have different models as suggested by Michelli et al 
(2020), starting with the data-sharing pools (DSP), which defines the purpose of the data and 
the modalities the data can be shared and handled but exclude data sources as stakeholders. 
The data cooperative model (DC) differs from DSP by considering the subjects of data-
relevant stakeholders while still producing unbalanced power relations with big techs.  In the 
public data trusts model (PDT), the public sector conducts the relationship of trust, aiming to 
defend citizens’ data protection through a legal obligation. Personal data sovereignty (PDS) 
considers the self-determination of individuals in regard to their own information. 
Considering the multiple models and ethical perspectives for data governance, Koskinen et al 
(2023) suggest for data ecosystem governance a self-regulation discourse approach that 
solves problems that legislation cannot by examining current communication practices and 
evaluating appropriate ways of communication oriented to fairness and functionality of the 
ecosystem. For Chen, Richter and Patel (2020), the governance of technology platforms is 
defined as centralised to decentralised, a balance between the exclusive control of platform 
owners and the collective control of participants, recommending a moderate level of 
decentralisation to favour information efficiency and positive governance outcomes. From a 
systems theory perspective, Albert (2002) argued the legitimacy of governance by law is 
established by the structural coupling between legal and political systems in the form of a 
constitution, a conceptual framework that allows the expansion of governance to a global 
level, yet advising the risk of comitology, a network of various technical committees, for the 
lack of democratic legitimacy.  
 
From the understanding of the world we live in (Jaccard and Jacoby, 2020) to the 
understanding of social action, social order and social change (Schubert, 2006), sociology, as 
the scientific study of social groups, systems, and the human world, have been helping us to 
understand the complex forces that act upon us from multiple perspectives, including 
humanist, behaviourist, constructivist, structuralist, and functionalist (Jaccard and Jacoby, 
2020), mostly facing the theoretical dilemmas of structure versus agency and consensus 
versus conflict (Giddens and Sutton, 2021). For Haralambos and Holborn (2013), the 
development of human societies has passed through many distinctions over thousands of 
years, broadly divided into premodern and modern societies, being the changes in recent 
decades highly debated between modernity and postmodernity, and centre-peripheric and 
functional differentiation (Ribeiro and Junior, 2020). Furthermore, they stated that Western 
post-modern societies are post-industrial societies where a few people work in 
manufacturing, most of them employed in services; communication, and information 
technology particularly. A comprehensive exploration of information societies and similar 
contemporary concepts indicate a radical break with human irrationality to the detriment of 
the logic of mathematics, a moment of endless complexity (Taylor, 2001) since the 
naturalisation of an economy built on information (May, 2002), followed by a vast 
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combination of society ideas involving information and economic system, including digital 
society, data society, casino capitalism and surveillance capitalism (Castells, 1996; Webster, 
2006; Arthur, 2009; Salvaggio, 2013; Mazzucato, 2018; Choudry, 2019; Zuboff, 2019; 
Housley et al, 2023), evidencing the impact of AI in society is eminent with critical 
consequences to human individuality, principles and democracy (Lebow et al, 2016; 
McQuillan, 2022).  
 
Normative ethical theories can traditionally guide us through a few moral lenses, such as 
consequentialism, deontology, or virtue ethics, nonetheless, being limited by individual and 
situational factors, including national and cultural characteristics (Dignum, 2019; Crane et al, 
2020; Bartneck, 2021; Fuchs, 2023). Further exploration could embrace contemporary and 
adaptative ethics, including care ethics, which offers a feminist and relational view of 
morality (Ciulla, 2009; Held, 2006; Hamington and Sanderstaudt, 2011; Stechley and Smith, 
2011; Swartz et al., 2018; Kitchin and Fraser, 2020); decolonised ethics, from global South’s 
philosophical ideas of communality, thereabout represented by African Ubuntu, Asian 
Confucianism, and Indian Karma (Christians, 2004; Hailey, 2008; Bell and Metz, 2011; 
Murove, 2012; Ujomudike, 2016; Maumela, Ṋelwamondo and Marwala, 2020; Simon, 
Mwakio and Ayuku, 2020; Pitsoe and Letseka, 2020; Gwagwa, Kochupillai, 2021; Wong, 
2021; Kazim and Hilliard, 2022), and not so distant from Scottish philosopher Adam Smith’s 
formulation of affection and sympathy in his less acclaimed book The Theory Moral 
Sentiments (Smith, 2009). Discourse ethics is proposed by Jürgen Habermas, who has argued 
that moral consensus is not a priori code as formulated by Kant’s categorical imperative 
(Kant, 2004) but a social construction achievable by communicative action (Finlayson, 2005; 
Butler et al, 2011; Crane et al, 2020; Harste, 2021). A similar social constructivist view of 
ethics has been slightly advanced by Marx in stating societal conditions shape human action 
and defining morality as class morality (Funchs, 2023); controversy, he also reflected on 
normative values - such as virtue and justice, which is justified by Angier (2012) as Marx’s 
early reflection on Hegel’s work. More recently, the vast plurality of ethical positions 
challenged the idea of moral consensus, mostly in the era of mass media communication 
amplified by AI technology, where “everything is mediated” and human communication is 
“accelerated on an unprecedented scale” (Deuze and McQuail, 2020, p. 5). Application of 
ethical theories to artificial intelligence has increased in recent years, through formulations of 
a few variants, including AI Ethics, digital ethics, data ethics and ethics of algorithms, 
however, with a limited foundation on normative ethics, being in most cases framed by a few 
western tradition’s lenses, substantially human rights and utilitarianism (Beever, McDaniel 
and Stanlick, 2019; Holdsworth, Lury and Tweed, 2020). Human rights reflection starts in 
different periods with different meanings around the world, being the carta magna the 
beginning in the United Kingdom, for instance. The concept of the natural rights of the 
individual has been formulated by British Philosopher John Locke during the Enlightenment 
period. Global human rights, on the other hand, emerged on a very specific occasion, the UN 
General Assembly of December 1948, supported by 48 of 56 countries present at the time and 
setting principles on civil, political, social and cultural rights (Alston and Goodman, 2013; 
Crane et al, 2020).  
 
In this context of high complexity and rapid social changes, Luhmann’s social systems theory 
is proposed as a sophisticated alternative to explore the impact of Artificial Intelligence in 
society from a functionalist, interdisciplinary and non-normative perspective, from a process 
of sociological enlightenment that observes society in a way society does not observe itself 
and establishes a new theoretical vocabulary capable of grasping its complexity (Luhmann, 
1995; Mingers, 2002; Borch, 2011; Luhmann, 2017; Clarke and Hansen, 2019; Repko and 
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Szostak, 2021). Luhmann (2013) argued only system theory can properly locate the place of 
human beings in sociology.  
 
The concept of system, despite its common application to technology, has born in ancient 
times as a philosophical problem addressing the question of order or kosmos in a chaotic 
world, exploring the dynamics and interrelationship between assembled parts of a complex 
whole (Beishon and Peters, 1972; von Bertalanffy, 1972), from the understanding that “the 
whole is more than its parts” (von Bertalanffy, 1968, p. 55). In other words, a system is a set 
of parts – eg. people, cells, molecules, etc – interconnected and organised in a certain pattern 
(Meadows, 2008). Since the exile of German system thinkers in the USA following the 
outcomes of the second world war, systems theory has been adapted to North American 
positivism, becoming less oriented to the autonomous system idea and more focused on the 
influence of external inputs and the causality of outputs (Harste and Laursen, 2022). Second 
Order Cybernetics is a second level of theoretical abstraction, a less objectivist branch of 
systems theory, oriented to observe the system from a constructivist perspective where the 
observer is an actor in the process of constructing reality (Foerster, 1992), a perspective 
followed by Luhmann in his change of paradigm (1995).  
 
Luhmman’s Social Systems Theory 
 
Luhmann was not an exiled German scholar in North America during the second world war, 
but a Hitler Youth soldier in conflict with the Nazi regime. After the war and several years of 
work in the German legal system, he travelled to Harvard to study with Talcott Parsons, an 
American sociologist and early adopter of system thinking in the social field, who lead the 
revolt against American behaviourism that treated animals and humans at the same level of 
experimentation. Luhmann attempts to investigate how totalitarianism could be prevented 
(Moeller, 2011; Luhmann, 2013b; Harste and Laursen, 2022), being differentiated from 
Parsons by merging his social systems theory with cybernetics, biological epistemology, 
evolutionary theory and communication theory perspectives (Baraldi, Corsi and Esposito, 
2021). In this process, Luhmann (1995), from the very beginning of his theoretical 
formulation, understood human beings - body and mind - are too complex to be subject to 
social systems, placing people outside the social system and connecting them through 
communication. Luhmann (2013b) understood communication as a self-observing operation 
made of three elements, information (input), utterance (process) and understanding (output), 
implying the need for only those three components for communication to take place. 
Differentiating from other functionalists, Luhmann (1995) remarked that transmission would 
be an incorrect metaphor for the communication process because “the sender does not give 
up anything in the sense of losing it” (p. 139), instead, everything is multiplied, producing 
overabundance and selection of knowledge. Regarding understanding, Luhmann (2013b) 
clarified  

“it is not the psychic state of the one who understands – but a condition that 
guarantees that communication can continue” (p. 219), for example, by capturing the 
voice and understanding the language used in the communication.  

After defiant reading and a few attempts to reflect upon his “ambitious in its scope and 
relentless in its abstraction” publications (Luhmann, 1995, p. xvi), it has been surprisingly 
noted that his work is a denial of moral consensus through ethical reasoning (Simoes, 
Radosavljevic and Johnston, 2022), redefining ethics as a reflexive theory of moral 
communication, a special type of communication functionally codified in approval and 
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disapproval (Luhmann, 1991) or esteem and non-esteem, empirically close to conflict and 
violence through over-engagement and biased asymmetry between our own behaviour’s and 
the behaviour of others’ approval, considering riskier the decisions made by others 
(Luhmann, 1991; Luhmann, 1996; Luhmann, 2012). His innovative ethical position has been 
highly debated by several scholars (Chernilo, 2002; Harrington, 2005; Kinlstrom, 2012; 
Harste, 2021), for instance, being understood as social ethics by Dallmann (1998) and 
“negative ethics” by Moller (2006, p. 109). Perhaps, the most significant debate has been 
carried by Habermas (1990), who pointed out that Luhmann’s ethical position is an ironic 
critique of reason, considering Luhmann kept a distance from humanism and embraced 
metabiological perspective, an ingenious continuation of occidental rationalism. In 
Luhmann’s defence, it could be said that the radical constructivism of reality regards the 
individualised possibility to adjust the contributions to communication to a certain extent that 
defines what reality is per se - consequently, no longer in need to be a subject of consensus. 
(Luhmann, 2000, p. 94). Intriguingly, Habermas (1987) had a similar view, claiming modern 
societies reached a level of system differentiation in which increasingly autonomous 
organizations connect with each other through non-linguistic means of communication, 
disconnected and independent from their norms and values foundations. 

Understanding the implications of this position, Luhmann defended an emergent approach, 
looking to understand the operational conditions of double contingency between social 
systems in an attempt to establish favourable conditions for consensus because "values 
contain no rules for dealing with conflict between values" (Luhmann, 2013a, p. 123). 
Considering Luhmman’s application of autopoiesis to social systems (Maturana and Varela, 
1980), it could be further argued he was a truly humanist by defending the total operational 
autonomy of psych systems, hence, “entirely inaccessible to the social system, and vice 
versa” (Luhmann, 2013, p. xiii; Boulanger and Saltelli, 2020; Harste and Laursen, 2022). 
Ultimately, regarding the controversy of action theory versus systems theory, Luhmann 
(2013b) stated he understood systems theory as a theory of action, “concerning with the 
contours or limits of the concept of action” (p. 186).  

Luhmann’s social systems theory has also been criticised for Eurocentrism and lack of 
justification in a decolonised context (Ribeiro and Junior, 2020), a process of transferring 
power to natives, oriented to build a modern and independent state from European 
imperialism; in academia, decolonisation critiques the sociological concept of modernity 
(Giddens and Sutton, 2021) and attempts to discover and evaluate theories and 
epistemologies of the South to create other paradigms. (Jansen and Osterhammel, 2017; 
Guarinello, 2017). Arguably, Pluckrose and Lindsay (2020) highlight postcolonial theory is 
often criticised for disclaiming rigour and quality to the detriment of the identity of 
contributors and for perpetuating binaries, instead of defeating them. Luhmann (1995) 
advised that, instead of criticising the Old-European conceptual formations, “it might be 
more profitable to formulate the difference” – as he put it, his social systems theory “changes 
the premisses of all traditions” (p. 212). Regardless of all polemics, the change of paradigm 
proposed by Luhmann through autopoiesis - a closed unity that defines its own boundaries 
and transforms “itself in itself” (Mingers, 2002, p. 280), came from the Chilean biologists 
and philosophers Maturana and Varela, hence, a global South theory. In his speech for the 
occasion of the Hegel Prize ceremony, Luhmann (1991) emphasised that instead of looking to 
new ethical reflections to deal with a radical restructuring of society, it is necessary the 
collaboration between sociology and ethics to prevent the “comet ethics” (p. 84) that raised 
fundamentalism in the 19th century.  
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Accordingly, Luhmann (2013b) stressed the risk of multiple and mutual irritations between 
social systems, illustrated by economic and political or economic and legal systems. Despite 
remarking it is not possible for one system to control another, leaving to evolution the 
decision about the areas of development, he recognised that there are blind spots of 
observation, where the systems could not be able to communicate with the same time 
constraint, for example. Furthermore, he argued the structural coupling between functional 
systems, which makes them interdependent, must be subject to rules to avoidance of code 
colonisation attempts; to the same extent, the constitution regulates political and legal 
systems coupling or contracts regulates economy and law (Harste and Laursen, 2022). 
Double contingency is a circular concept created by Harvard scholars in preparation for an 
interdisciplinary department of social relations. It has been formulated around the question of 
how one individual or group depends on the success of the other, explaining how common 
values come about. Questioning who could break this cycle, Luhmann (2013b) said  
 

“time and who acts first” (p. 237) 
 
Regarding mass media and economic systems, Luhmann (2000) stated “fresh money and new 
information are two central motives of modern social dynamics” (p. 21). In the same book, 
Luhmann advised mass media system causes the immediate need for new information and 
determines the way the world is understood, producing the reality it observes while observing 
the reality it produces (Aguado, 2009). Complementarily, Luhmann (2000) pointed mass 
media prepares society for disruption as it “fits the accelerated auto-dynamic of other 
function systems” (p. 22) in an unharmful way if it is not coercing no one. On the other hand, 
he pointed out that freedom depends on a cognitive process that involves  
 

“observation and description of alternatives with an open, decidable, and 
therefore unknown future” (p. 86).  

 
In his latest publications, Luhmann (1997; 2000) analysed a variety of mass media mediums, 
including news, advertising and entertainment. Despite remarking on the role of technology 
as a medium of mass media capable of parasite other function systems, artificial intelligence 
technology was not a massive communicative phenomenon in society by the time of 
Luhmann’s latest contributions (Moeller, 2011; Saltelli and Boulanger, 2020). More recently, 
a few scholars have applied Luhmann’s social systems theory to the AI field, arguing  

“The communicative role of algorithms is clearly a massive social 
phenomenon with many complex consequences” (Esposito, 2017, p. 250) with the risk 
of communicative break-down especially if its autopoiesis “develop around the moral 
code” (Harste and Lauren, 2022, p. 1720) 

How to regulate the situations of double contingency with AI 

Luhmann (2013b) made unusually clear his own problematisation behind the introduction of 
double contingency in his social systems theory, starting from the question “how is social 
order possible?” (p.233) and achieving narrower angles with  
 

“How is possible that, under the conditions of evolutionary drift, a social 
order emerges with the capacity to become increasingly complicated and construct 
regulations that come with an increasing number of prerequisites.“ (p. 234)  
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and  
 

“How one can move from a program of values to an interactional and 
operationally manageable regulation of situations of double contingency” (p. 236),  

 
proposing his theory offers a model for the “reconstruction of the conditions of possibility for 
social order” (p. 238). Following Luhmann’s proposition and its application to artificial 
intelligence spot, one could ask how artificial communication (Esposito, 2017) is creating a 
structure that is replacing value consensus by introducing asymmetries that do not fit double 
contingency between social systems and forcing every social system to react? What are the 
new premises pushed by artificial communication that could be forcing the distinction on 
functionally differentiated society? What kind of social system could emerge from this 
transition? And finally, how social order would be established in certain conditions?  

In his 90s lectures, while reviewing double contingency and structuralism, Luhmann (2013b) 
recognised  

“there is a structure within the system that is not a mere depiction of 
environmental differences but includes generalisations instead” (p.240),  

an internal order of processing that refers to the future, described as expectation. The concept 
of expectation was introduced in psychology in the thirties to challenge the rigid input/output 
relations and stimulus-response models, a break with behaviourist psychology. In social 
theory, it covers the problem of “how structures can achieve the reduction of complexity 
without, as it were, limiting the entire system to just one capacity” (p. 73). Despite 
recognising it is a problem that deserves attention, Luhmann (2013b) said 

“maybe someone will come up with a good idea! I for my part have to say that 
I have not found a satisfactory solution.”, complementing with “I find the bias 
toward the future problematic, although I do not know how to revise it.” (p. 241) 

The study of Luhmann’s Social Systems theory is highly diverse, covering multiple 
disciplines in a vivid interdisciplinary inquiry. In association with artificial intelligence, it has 
focused on the role of double contingency and structural coupling (Esposito, 2017; Saltelli 
and Boulanger, 2020). To date, no study has looked specifically at the gap of expectation 
oriented to artificial intelligence. Consequently, it is suggested below the examination of this 
narrow perspective from thematic analysis.  
 
Expectation 
 
Further review of Luhmman’s social systems theory highlighted an extensive expansion of 
the concept of expectation from plural and interconnected perspectives, for what it was 
reasonable to apply a thematic analysis methodology to identify patterns that could facilitate 
the understanding and orientate the discussion towards the double contingency between AI 
and social systems (Saunders, Lewis and Thornhill, 2019). As indicated in Table 1, nine 
academic works have been initially considered, following the most relevant English 
publications of Luhmann’s social systems theory identified by the literature review and their 
potential relation to expectation. The data extraction followed the books’ index and the 
keyword search tool on the pdf file of articles.  
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SOURCES EXPECTATION 
Luhmann (1995) pp. 96; 133; 267-269; 288-289; 292-293; 303-307 
Aguado (2009) None 
Moeller (2011) None 
Luhmann (2012) pp. 237; 253 
Luhmann (2013a) pp. 117 
Luhmann (2013b) pp. 71-73; 240 
Esposito (2017) pp. 255 
Saltelli and 
Boulanger (2020) 

None 

Harste and Lauren 
(2022) 

pp. 1711; 1712; 1721 

Table 1: First topic exploration 
 
However, only four sources have demonstrated enough exploration of the concept of 
expectation to permit the identification of patterns, as indicated in Table 2. As a result, four 
themes have been codified: structure, generalisation/specification differentiation, 
fulfilled/disappointed differentiation, and reflexive expectation, which will be analysed 
consequently.  
 

SOURCES THEMES 
Luhmann (1995) - Structure (p. 96; 288-289; 303-307) 

- Reflexive Expectation (p. 303-307) 
- Fulfilled/ Disappointed (p. 133; 267-269; 292-293; 304) 
- Generalisation/Specification (p. 96; 133; 267-269) 

Luhmann (2012) - Fulfilled/ Disappointed (p. 237) 
- Generalisation/Specification (p.253) 

Luhmann (2013a) - Structure (p. 117) 
Luhmann (2013b) - Structure (p. 71-73) 

- Generalisation/Specification (p.240) 
 
Table 2: Expectation index  
 

- Structure 
 

Luhmman understood structure as the selective condition that limits the connectivity of 
operations of any system. Expectation, particularly, is defined as a temporal structure of the 
social system, capable to reduce the complexity and, consequently, the uncertainties of the 
future. Furthermore, he said 
 
“Symbolic generalisations condense the referential structure of every meaning into 
expectation and the requisite expectations guide and correct generalisations.” (Luhmann, 
1995, p. 96) 
 
“The openness of initial situation transformed into a projection of structure and risk of 
disappointment” (Luhmann, 1995, p. 96) 
 
“Expectations are the autopoietic requirement for the reproduction of actions, and to this 
extent they are structures.” (Luhmann, 1995, p. 288-289) 
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“Structures of expectation are basically the condition of possibility for connective action and 
thus the condition of possibility for elements’ self-reproduction through their own 
arrangement.” (Luhmann, 1995, p. 288-289)  
 
“Structures of expectation that are pre-given and constantly reactivated reduce the 
uncertainty of the future so that action can specify itself by selecting relations.” (Luhmann, 
1995, p. 288-289) 
 
“Expectations are the temporal form in which structures develop, but (…) it acquires 
relevance and suitability if they can be anticipated.” (Luhmann, 1995, p. 303-307) 
 
“Structures formed on the level of the expectation of expectations provide a chance of 
reversibility.” (Luhmann, 1995, p. 303-307) 
 
“In order to be open to irritation, meaning structures are built to form expectations horizons, 
which count on redundancies, hence with repetition of the same situation.” (Luhmann, 
2013a, p. 117)  
 
“It would be advisable to take the concept of expectations as the basis for a definition of 
structures. Structures, then, are expectations in relation to the connectivity of operations.” 
(Luhmann, 2013b, p. 71-73) 
 
“Expectations refer not to the past but to the future. From a formal perspective, the resulting 
difficulty has to do with understanding why the concept of structure is being related to the 
future. (…) This topic has to be decoupled from the issue of the so-called subjectivity of 
structures that are defined merely by expectations. (…) From the perspective of patterns of 
expectations, structure would have to be something objective and not subjective.” (Luhmann, 
2013b, p. 71-73) 
 
Action is viewed by Parsons (1967) as a process occurring between two structural parts of a 
system, recommending the exclusion of psychological references attributed to the actors of 
this process. 
 

- Generalisation/Specification 
 
In this codifying process, it has been clarified that expectation for Luhmann is an objective 
structure in the autopoiesis of action, a constant process of self-differentiation through 
generalisation/specification response; likewise, he considered that 
 
“Symbolic generalisations condense the referential structure of every meaning into 
expectation and the requisite expectations guide and correct generalisations.” (Luhmann, 
1995, p. 96) 
 
“Anyone who went into a department store and told the first salesperson he met that he 
wanted to buy “something” would learn very quickly that he made too great a generalisation 
and that he should be more specific.” (Luhmann, 1995, p. 96) 
 
“Expectations are formed by the intervening selection of narrower repertoire of 
possibilities.” (Luhmann, 1995, p. 96) 
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 “The openness of initial situation transformed into a projection of structure and risk of 
disappointment” (Luhmann, 1995, p. 96) 
 
“Persons never meet without some assumptions, without some expectations about each 
other, and they can experience contingency in the sense of ‘always being otherwise possible; 
only by means of behavioural types and expectations” (Luhmann, 1995, p. 133) 
 
“An individual psychic system exposes itself to the contingency of its environment in the form 
of expectation, (…) which signifies a form of orientation by which the system scans the 
contingency of its environment in relation to itself and which it the assumes as its own 
uncertainty within the process of autopoietic reproduction” (Luhmann, 1995, p. 267-269) 
 
“Symbolically generalised communication media, use only the present to bridge the 
difference between specification and generalisation. And this can happen only under the 
guidance of expectations that the medium produces and reproduces itself. We can 
accordingly speak of self-validation” (Luhmann, 2012, p. 253) 
 
“There is a structure within the system that is not a mere depiction of environmental 
differences but includes generalisations instead” (Luhmann, 2013b, p.240) 
 
The generalisation/specification dilemma is called universalism/particularism by Parsons 
(1967). While Parsons called value generalisation the tendency of actors to become more 
general in the course of securing social consensus, and this is where Luhmann disagreed with 
him (Luhmann, 1995), Habermas pondered that the alter’s acceptance of generalised 
presuppositions depends on the prestige and influence of ego (Habermas, 1987). For Parsons 
and Shils (2001), culture is the most basic form of mutual normative orientation, which 
provides the standards for evaluation and the condition for social systems to exist. On the 
other hand, Luhmann (1995) rejected any idea of a normative setting in the format of a 
“shared symbolic system” (p. 104), hence, a cultural code that poses the problem of social 
order in the past. Instead, his novel contribution and also his blind spot was his formulation of 
a temporal structure that is in a constant double contingency process in determining positive 
and negative value, reducing the risk of morality but increasing the risk of uncertainty in the 
future. 
 

- Fulfilled / Disappointed 
 
For Luhmann, the expectation is self-differentiated in fulfilled/disappointed, being the 
disappointment a complex outcome interconnected with the psych system and the system of 
emotions, an immune system functioning to protect individuals from changes in its routines, 
being modern society more susceptible to emotional disturbance since the increase of 
complexity of expectations. In this regard, he specified 
 
“The openness of initial situation transformed into a projection of structure and risk of 
disappointment” (Luhmann, 1995, p. 133) 
 
“An expectation reconnoitres unknown terrain using a difference it can experience within 
itself: it can be fulfilled or disappointed, and this does not depend on itself alone.” 
(Luhmann, 1995, p. 267-269) 
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“The process of internal adaptation to fulfilment or disappointment is more complex and 
appear within the system as emotions.” (Luhmann, 1995, p. 267-269) 
 
“Claims must be offset by merits, because otherwise the balance would be upset and no 
social agreement would be possible. This is, of course, a requirement only for social, not for 
psychic systems. When an individual has a claim, he will have no difficulty in thinking up 
merits” (Luhmann, 1995, p. 267-269) 
 
“Expectations organise episodes of autopoietic existence and claims reintegrate such 
episodes in the psychic system, (…) if the claims cannot be made routine, the individual is 
increasingly subject to the individual’s own emotions. Thus, modern society is more 
endangered by emotionality than one usually thinks.” (Luhmann, 1995, p. 267-269) 
 
“The formation of expectation equalizes a multiplicity of highly heterogeneous occurrences 
under the common denominator of disappointing an expectation and thereby indicates line of 
action.” (Luhmann, 1995, p. 292-293) 
 
“Anyone who accepts a behaviour that disappoints expectation must reckon that in the future 
alter no longer anticipates the disappointed expectations.” (Luhmann, 1995, p. 304) 
 
“Double contingency remains as an internal horizon that includes possibilities for actions 
(…), the problems with which one must actually involve oneself are thus determined by these 
expectations, their inconsistencies, their environmentally dependent variations, and their 
disappointments (…), both in relation with the environment and in relation to system itself.” 
(Luhmann, 2012, p. 237) 
 
Parsons (1967) defined four norms governing the interactions of actors and their stable 
equilibrium with objects, including the affective engagement of the actor toward the 
performance of the object but also considered the relevance of affective neutrality in regard to 
the qualities of the object. Additionally, Parsons and Shils (2001) explain there are two 
categories of response to expected events, actively and passively, being the first intent of 
manipulation of elements oriented to goals achievement and the second a passive wait of 
outcomes and eventually a renounce of the interest in goals.  
 

- Reflexive expectation 
 
In response to the intense uncertainty, Luhmann observed the anticipation of expectation is a 
fundamental structure of stabilisation in social systems, remarking 

 
“Expectations are the temporal form in which structures develop, but (…) it acquires 
relevance and suitability if they can be anticipated.” (Luhmann, 1995, p. 303) 
 
“Expectation must be reflexive, in the sense it is anticipated as anticipating. This is how 
expectation can order a social field that includes more than one participant.” (Luhmann, 
1995, p. 303) 
 
“Anticipation of expectation prevents social systems from being formed as a mere chain of 
reactions in which one event more or less predictably leads to the next.” (Luhmann, 1995, p. 
305) 
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“Structures formed on the level of the expectation of expectations (…) provide a chance of 
reversibility.” (Luhmann, 1995, p. 305) 
 
“As a correlate of their intensified uncertainty and arbitrariness, one can anticipate 
expectations only from someone who can also act.” (Luhmann, 1995, p. 306) 
 
“Expectation of expectation is a source of conflict, (…) it ignites conflict long before they 
are really necessary because it motivates the participant to stop or suppress expectations, 
they expect to be uncomfortable. (…) This level also offers specific possibilities for conflict 
management, for advancing one’s position, or for stabilising oppositions symbolically.” 
(Luhmann, 1995, p. 307) 
 
This phenomenon is called ‘complementarity of expectations’ by Parsons and Shils (2001), 
who also have understood the action of each participant looks toward the expectation of the 
other, distinguishing social interaction from interaction with non-social objects.  
 
Discussion 
 
For Brennen et al (2022), the expectations of the AI system, as a unique system capable of 
performing any task that would involve human intelligence, is a myth promoted mostly by 
mass media communications that lack expertise and ignore that new systems and infra-
structures always requires human labour, money, data, coordination, and even energy, 
increasing an extensive range of risks, including accident, misuse, and structural risks 
(Schuetts, 2022). Baraldi, Corsi and Esposito (2021) pointed Luhmann’s idea of normative 
expectation is a not-learn response to the disappointment of expectation, generalised by the 
legal system in a functionally differentiated society, leading to a change in the law, which is 
suggested by the discussions around new AI legal frameworks around the world, such as the 
AI Act of European Union (Radu, 2021; Schmitt, 2021; Cheng and Zeng, 2022; Schuetts, 
2023). 
 
Recognising his own “minority position” (p. 2013), Luhmann was clear in establishing 
communication between systems does not requires human beings to happen, only the three 
conditions of information, utterance and understanding. Also, he was sceptical of the idea of 
normative consensus and argued for a contingency of the situation through reflexive 
expectation. Furthermore, he claimed the condition to anticipate expectation is the capacity to 
act, from the understanding that act is detached from humans, it does not regard the 
autonomous decision made by the actor’s motive or intention, but from the simple 
understanding that “act is system” (p. 186). Consequently, both conditions, communication 
and action, are compatible with an AI machine system capable to receive and understand the 
language used in human interaction. Furthermore, the question should be if human beings are 
capable to anticipate AI’s expectations. In order to prevent conflict and social disorder, it 
would be necessary for an actor capable to anticipate AI’s position, which begins with a 
certain “level of knowledge and capacity to make connections in a timely manner” 
(Luhmann, 1995, p. 308). Considering “AI exceeds the cognitive performance of humans” 
(Bostrom, 2016, p. 26), it is suggested that only another AI system could perform this role of 
predicting and containing communicatively its own kind of system.  
 
As discussed previously, the AI system is evolving rapidly, suggesting that super-intelligent 
machines, capable to understand human language and overcome human cognition, could be 
achieved in a short time, if it has not been already achieved (Bostrom, 2016; ). It is relevant 
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to remark this development cannot be translated as AI is replacing or overtaking human 
intelligence or human performance as a whole, but it does mean AI would be capable to 
communicate accordingly. Generative AI or Large Language Models (LLM), for instance, 
ChatGPT developed by OpenAI, have achieved relevant milestones in understanding human 
language, while still producing incoherent or untrue responses (Hacker, Engel and Mauer, 
2023; Stanford, 2023). Concomitantly, explainable AI – a type of AI expert system based on 
rules and knowledge settled by human experts - have been increasingly suggested as an 
approach capable to describe the AI decision-making process in a timely manner to give its 
ego – the receiver - the possibility to decide between alternatives. Arguably, the level of 
explainability of machine learning models is inverse to their prediction accuracy (Xu et al, 
2019; Holzinger, 2022). Furthermore, being a rule-based expert system, it is not coping with 
double contingency, Luhmman’s necessary condition for AI governance in the social system 
context. Meanwhile, European Union is preparing to vote on the AI Act, a new framework of 
AI regulation based on a risk approach (European Parliament, 2023). The implications of this 
anticipation require further research, for what is advised the application of Reflexive 
Expectation model (Figure 1) to AI system, exploring the double contingency between AIs, 
and the potential contribution of reflexive expectation to AI governance, following the 
research questions:  
 

- How does Luhmann’s reflexive expectation contribute to double contingency between 
AI-social systems?  

- What limitations Luhmann’s reflexive expectation encounters in regulating AI-social 
systems communication? 

- What would be the advisable conditions for an AI expert system regulates AI - social 
systems relations?  

 
 

 
 

Figure 1: Reflexive Expectation Model (Developed by Researcher) 
 
This paper has offered four main contributions. Firstly, the comprehensive review of 
interdisciplinary fields related to AI governance, placing the discussion in a more 
contemporary context. Secondly, it has identified a gap in a very sophisticated sociological 
theory toward the problematisation of Luhmann’s social order and double contingency. 
Furthermore, the gap of expectation has been thematically analysed, formulating a model of 
reflexive expectation. Ultimately, and based in the theoretical formulation, it is suggested the 
AI system can be governed through AI expert system, for what is recommended further 
empirical research. The contributions are potentially relevant for policymakers and corporate 
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boards for the scope of AI’s governance and for entrepreneurs and innovators in reducing 
uncertainty and offering a model for AI expert system development. Limitations have been 
noted in the difficult task of reading Luhmann’s theoretical formulation and the 
acknowledgement of a long list of Luhmann’s publications not found in English.  
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