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ABSTRACT

There are currently no fully validated estimation approaches that can accurately predict the effort needed for developing a software system (Kitchenham, et al, 1995). Information gathered at the early stages of system development is not enough to provide precise effort estimates, even though similar software systems may have been developed in the past. Where similar systems have been developed, there are often inherent differences in the features of these systems and in the development process used. These differences are often sufficient to significantly reduce estimation accuracy. Historically, cost estimation focuses on project effort and duration. There are many estimation techniques, but none is consistently ‘best’ (Shepperd, 2003).

Software project management has become a crucial field of research due to the increasing role of software in today’s world. Improving the functions of project management is a main concern in software development organisation. The purpose of this thesis is to develop a new model which incorporates cultural and leadership factors in the cost estimation model, and is based on Case-Based Reasoning. The thesis defines a new knowledge representation “ontology” to provide a common understanding of project parameters. The associated system uses a statistically simulated bootstrap method, which helps in tuning the analogy approach before application to real projects. This research also introduces a new application of Profile Theory, which takes a formal approach to the measurement of leadership capabilities.

A pilot study was performed in order to understand the approaches used for cost estimation in the Gulf region. Based on this initial study, a questionnaire was further refined and tested. Consequently, further surveys were conducted in the United Arab Emirates. It was noticed that most of the software development projects failed in terms of cost estimate. This was due to the lack of a precise software estimation model. These studies also highlighted the importance of leadership and culture in software cost estimation.

Effort was estimated using regression and analogy. The Bootstrap method was used to refine the estimate of effort based on analogy, with correction for bias. Due to the very different nature of the core and support systems, a separate model was developed for each of them. As a result of the study, a new model for identifying and analysing was developed. The model was then evaluated, and conclusions were drawn. These show the importance of the model and the factors of organisational culture and leadership in software project development and in cost estimation. Potential areas for future research were identified.
CHAPTER 1

Introduction

1.1 Motivation

Software project effort estimation is an increasingly important subject, due to the overwhelming role of software in today’s global market (Kitchenham, et al, 1995). However, there is currently no optimal approach to accurately predict the effort needed to develop a software system (Shepperd and Schofield, 1997). Information gathered at the early stages of software system development is often insufficient to provide precise effort predictions. Even if data exist from previous projects, there will commonly be new facets of development in any new project. This means that it is difficult to produce an accurate estimate of system development effort at an early stage in the project. There are many estimation techniques, but none is consistently ‘best’ (MacDonell and Shepperd, 2003).

1.1.1 The importance of software project effort estimation

Many organisations invest greatly in software development, and are losing large parts of their revenue to troubled software projects (Masticola, 2007). The Standish Group¹ “CHAOS Report” reported that, in the year 2004, only 29% of software projects in large enterprises succeeded (i.e. produced acceptable results that were delivered close to ‘on-time’ and ‘on-budget’). Of the remainder, 53% were ‘challenged’ (i.e. significantly over budget and schedule) and 18% failed to deliver (Johnson, 2006).

¹ See http://www.standishgroup.com
Organisations and government departments spend approximately one trillion dollars on Information Technology (IT) hardware, software and services worldwide (Charette, 2005). In the year 2005, 5 to 15 percent of IT projects were abandoned before or shortly after delivery. Many others missed deadlines or were over budget and required massive reworking (Charette, 2005).

According to R. N. Charette (2005) in “Why Software Fails”, in 2003, the United Kingdom had more than 100 major governmental IT projects, totalling 20.3 billion dollars. In 2004, the U.S. government had 1200 civilian IT projects costing more than 60 billion dollars, and 16 billion dollars was spent on military software. According to the David Consulting Group, a U.S. government study on software development projects revealed that 60% of projects were behind schedule, 50% were over budget, and 45% of delivered projects were unusable (Garmus, 2006).

1.1.2 The Arab Gulf States

The Gulf States consist of Bahrain, Kuwait, Oman, Qatar, Saudi Arabia and the United Arab Emirates (UAE) (see Figure 1). The data was selected solely from UAE but given the similarities between UAE and Gulf States, the results of this study were expected to apply to Gulf States (Hamdan et al., 2005). These all have similar cultural environments, political systems, leadership approaches and economic strengths. The Gulf States have particular cultural aspects which may impact on development projects (Hofstede, 1991). Within the Gulf States, the UAE is one of the fastest growing countries in utilising, adopting and developing IT. It is one of the Gulf Co-operation Council (GCC) states. Local and federal
government agencies have spent millions of dollars on internal software development. However, a big proportion of the developed applications either go over budget or are not delivered on time (Hamdan et al., 2005).

The UAE is a young nation categorised by rapid and ongoing development across all sectors of its society (Harold, 2006), in which the discovery of oil has created multi-economic opportunities for a mixed workforce drawn from all over the world (Yousef, 1998). The UAE wishes to maintain its leadership among Arab countries in the IT and knowledge economy areas (UNstats\(^2\), 2005; the Madar Research Group\(^3\), 2006). The UAE made the top 50 countries in the United Nation’s (UN’s) Global e-government report (2005), ranking 42\(^{nd}\) place.


\(^3\) See http://www.MadarResearch.com
among the UN’s 191 member countries. According to the Madar Research Group (2006), the UAE IT market in the year 2005 was worth approximately US $1.53 billion. This includes software products, IT services and data communications equipment.

According to the UN’s Global (2005) and Middle East Times⁴ (Claude, 2006), the UAE in general, and Dubai in particular, is the business centre of the Middle East and records the highest Gross Domestic Product (GDP) in the world, at 133.8 billion US dollars. The emirate of Abu Dhabi observed the strongest growth in the country with a 61 percent contribution to GDP in 2005, while the equivalent contribution for Dubai was 27 percent. The UAE per capita GDP is estimated to be 29,751 US dollars. Moreover, the average per capita GDP for the Gulf Cooperation Council (GCC) countries for 2005 was 13,500 US dollars.

1.1.3 Leadership

The success of a software project requires the work of highly capable and motivated individuals; but even the best individuals need someone to lead them (Stellman and Greene, 2006). Researchers have repeatedly demonstrated that lack of leadership in a project is often a cause of that project’s ultimate failure (Brown, 1998). The leader of an organisation has an essential role to play in setting the vision and culture for the organisation, and this will impact upon development projects.

⁴ See http://www.metimes.com/storyview.php
In the Gulf States, leadership tends to be more hierarchical than in the Western world where it often takes a more functional role (Schneider and Barsoux, 2003). In the Gulf States, leadership intimately involves personality and is distinguished from Western leadership by the influence of Arab authority values (Neal et al., 2005) which are used to maintain explicit leadership. This has been expressed more generally by Abdulla and Al-Homoud (Neal et al, 2005).

Abdulla and Al-Homoud (2001) applied the GLOBE (Global Leadership and Organisational Behaviour Effectiveness) instrument to evaluate leadership in the Gulf States. They found great similarities between the implicit leadership models applied across the Gulf region as a whole. They found that the most outstanding and positive leadership behaviours were administrative competence, diplomacy, vision, integrity, performance-orientation and inspiration. On the other hand, the leadership traits which they believed to inhibit success were non-participation, autocratic behaviour, autonomous decision-making, malevolence, face-saving, and self-centred styles (Abdulla and Al-Homoud, 2001).

In the study of the parameters that impact upon software effort and cost estimation in government departments, it is proposed here that leadership characteristics are important and should be incorporated within a cost estimation model.

1.1.4 Analogy and Case-Based Reasoning (CBR)

This research seeks to improve estimation accuracy by building on existing analogy methods, such as those of Shepperd and Schofield (1997). Within
analogy, it is proposed to incorporate the features of organisational culture and leadership. This study will be the first to demonstrate the impact and the influence of these attributes. These and other identified attributes will then be used in a system for effort estimation (Hamdan et al., 2006).

Analogy is an approach used to improve effort estimation by understanding and measuring the similarity between cases (Shepperd, et al, 1996; Angelis and Stamelos, 2000). Analogy uses similar, completed, projects (source cases) as the basis of the estimate for new projects (target cases). Analogy methods are thus based on data from actual projects, avoiding the reliance on recall (Shepperd and Schofield, 1997).

Case-based reasoning (CBR) is a problem solving paradigm that does not require identical problems that have been previously solved, but tries to predict an outcome by finding similar cases to the current problem (Aamodt and Plaza, 1994; Shepperd, 2003). The major strategy of CBR is saving previous experiences into a case base in order to propose solutions to new problems (cases). A new problem is solved by finding a similar past case, and reusing the solution in the new problem situation.

CBR is accepted as an alternative to traditional numerical models (Shepperd and Schofield, 1997). Cases may exactly or partly repeat themselves over time. The more experience in estimation and development that exists in a specific area, the easier developers will find it to produce estimates, since they have built up knowledge about previous cases (Shepperd and Schofield, 1997). Some cases may not repeat themselves exactly but may share certain similarities.
Estimation by analogy is a form of CBR which can be easily applied to any type of variables, and can be interpreted in a straightforward manner (Boehm, 1981). The terms analogy and CBR are often used interchangeably although the former emphasises the cognitive and the latter the computer science (Shepperd, 2003). A database of past projects is used as a reference point in order to combine actual costs of previous projects for the prediction of the costs of a new project with similar attributes. CBR can be applied either at the project level as a whole, or at the sub-system level. Project attributes include line of business, programming language, personnel experience, functionality and cultural aspects. Attributes may be categorised quantitatively (e.g. functionality can be measured by counting the number of function points and feature points) or more qualitatively (e.g. team capability can be measured by ordinal scale values such as “low”, “nominal” and “high”).

Various research papers (Shepperd, et al, 1996; Angelis and Stamelos, 2000; Lederer and Prasad, 1998; Shepperd and Schofield, 1997) discuss different approaches to CBR which improve cost estimation by using knowledge from past cases. However, CBR estimation accuracy can still be improved upon (Shepperd and Schofield, 1997) and for this reason there is usually the need to combine more than one estimation technique.

Analogy and CBR have many merits, including simplicity and interpretability. Moreover, analogy has a wide range of application since it requires virtually no theoretical assumptions. To apply, it needs reliable historical data in order to select similar cases. However, there are several disadvantages of using analogy:
• Similar projects may not exist,
• Historical data may not be accurate,
• Case data can be hard to gather,
• It is necessary to build a library of cases before the system can be useful,
• Cases require interpretation; two projects that may seem similar may indeed be different in a critical way,
• The uncertainty in assessing similarity and difference means that two different analysts may have significantly different views and thus result in very different estimates.

1.2 Research Questions

The primary aim of this research is to develop an improved model for software project cost estimation.

Towards this end the research will focus on the following questions:
• How important are the factors of organisational culture and leadership in software project development?
• Can a cost estimation model be devised, that takes leadership and organisational culture into account?
• Are there software development problems which are particular to the Gulf States? (The model is tested on data from the Gulf States; however, it is believed that the model could be applicable elsewhere).
• Can Case-Based Reasoning (CBR) be used to improve effort estimation in software development projects?
The first two points in the research questions have been raised in the literature. For instance, Gardner (1990), Sarros et al. (2006), and Fairholm (1991), all noted the value of leadership and individual awareness on the culture of the organisation. An organisation will manage more productively when its values are shared by its teams. Furthermore, organisational culture incorporates a set of assumptions, beliefs, and values which guide the function of members of the organisation (Hofstede and Hofstede, 2005; Schein, 2004). These assumptions typically include personality traits, power relationships, behaviours and values.

Concerning the fourth and final point, the fact that CBR is derived from human reasoning gives the approach a significant advantage in software development cost estimation. This work will build upon previous work by (Shepperd and Schofield, 1997). In particular; the work will be the first to incorporate organisational, cultural and leadership aspects to improve effort estimation. It is envisaged that adding these new attributes will improve the accuracy of the model. This hypothesis finds support in the literature. For example, (Boehm, 1981; Kemerer, 1997) argue that the quality of a software team (i.e. capability of programmers and analysts) is a significant factor in determining the cost and quality of a software product (Krishnan, 1998). Cases require interpretation, as CBR does not necessarily provide the "correct" solution for a problem; it merely provides suggestions of possible solutions (Kitchenham et al., 1995). Shepperd and Schofield (1997) similarly faced with diverse interpretations of measurement parameters; recommend that an ontology be developed to support a consistent measurement strategy.
The proposed method is based on survey results, a literature survey and identifies the “needs” of the community for a model based on an ontology-based cost estimation process framework for defining the semantics of project development data. This ontology proposes to reduce the risk of misunderstandings by unifying the terminology of the different stakeholders. In this study an ontology is presented to support the estimation of software project effort incorporating cultural factors. These factors are then used in a CBR system for effort estimation. This system enables a project manager to elicit software project factors, features and terms that are semantically equivalent to those used in a previous project.

1.3 Research Methodology

The following research steps were used:

- Evaluation of the limitations of current methods using a literature survey; in particular covering the use of case-based reasoning.
- Identification of problems of current methods using questionnaires and surveys. This took the form of:
  - Questionnaire design
  - Pilot study
  - Structured interviews
  - Survey 1
  - Survey 2
  - Analysis of results and conclusions drawn
- Propose new model based on the survey results, and “needs” of the community.
- Develop a model based on case-based reasoning.
- Analyse and evaluate the model, using data from real projects.
• Run model on past and present case studies.
• Analyse results and draw conclusions.

1.4 Thesis Structure

The thesis consists of eight chapters. This chapter has highlighted the rationale for the work and the research questions. Chapter 2 examines models that have been previously proposed for software cost estimation. In particular their shortcomings are elaborated with respect to the aims of this work. Chapter 2 also provides a review of the importance of leadership and culture in software development and concentrates its attention on traits, behaviours, and crucial environmental factors. Chapter 3 details the surveys undertaken, and presents the questionnaire development and data collection procedure. A statistical analysis of the data presented in Appendix D was collected from the different organisations surveyed. Chapter 4 describes the measurement of attributes, protocol and the different parameters used in the survey. Thus, the necessary requirements for scientific measurement and ontology-based representations are outlined. Chapter 5 presents the new software effort estimation model, which is based on the survey results, literature survey and the needs of the community. The results and evaluation of the model are presented and discussed in Chapter 6. Chapter 7 draws conclusions from the work and presents future areas for study which might further improve software cost estimation methods.
CHAPTER 2

Software Effort Estimation and related issues: a review

2.1 Introduction

Commercial and government organisations spend large amounts of money on IT infrastructure and software development in an effort to provide competitive services or products to their clients. At the beginning of each year, and as part of the planning process, those organisations allocate budgets for their upcoming projects. The existence of models or tools to estimate the software development budget gives organisations a competitive advantage, helps them reduce unforeseen costs, and enables them to provide better services and products.

A lot of research has been undertaken in an effort to accurately determine the cost of software development projects in their initial stages (Albrecht, 1979; Boehm, 1981; Putnam, 1978; Rubin, 1983). However, none of the models proposed have been completely successful in precisely predicting the effort needed for a particular software development project (Kemerer, 1987).

In this chapter, some of the most popular effort estimation models that have been developed over the years will be discussed. The strengths and the weaknesses of the models will be reviewed. The majority of software cost estimates can be mapped into three categories: Algorithmic Estimation Models, Expert Judgement and Case-Based Reasoning. In section 2.3, these models will be discussed in detail. The role of leadership is discussed in section 2.4. The
importance of leadership and culture characteristics are also explored here, as are some basic elements of project team leadership, such as personality.

### 2.2 Current issues

There has been a continuous search for better models and tools to aid project managers in the estimating process (Kitchenham, et al, 1995; Jorgensen and Shepperd, 2007; Futrell, Shafer and Shafer, 2002). Software cost estimation is an essential activity throughout the software life cycle. Cost estimation may be performed before, or during software development and, after the project is complete, the actual values are compared with estimates to determine the accuracy of the estimation. Good estimates are useful for project productivity assessment, for initial validation, for monitoring the project’s progress, and for deciding whether the project ought to proceed. Inherent difficulties, such as data availability, the number of parameters being measured, complicate the process. Moreover, there is a lack of a consistent interpretation of project attributes within an organisation and across organisations. Thus, improving project cost estimation is a complex yet necessary endeavour in software development.

### 2.3 Estimation Methods

The estimation of effort and duration is one of the most critical activities during the software life cycle; a task known as software cost estimation. Commonly software cost estimates are based on the following methods: Algorithmic Estimation Models (COCOMO-Boehm, 1981; SLIM-Putnam, 1978, and Function Points-Albrecht, 1979), Expert Judgement (Hughes, 1996) and Case-Based
Reasoning (Mukhopadhyay et al. 1992; Aamodt & Plaza 1994; Shepperd et al., 1996). All three approaches have obvious advantages and disadvantages.

Algorithmic Estimation Models (AEM) are very useful when used correctly and calibrated with historical data reflecting the characteristics of the project. Algorithmic cost estimation involves the application of a cost model which is usually a mathematical formula derived through statistical data analysis. The main advantages of algorithmic methods are objectivity and capability to produce repeatable results. Their main disadvantage is that they are often built using data from quite old projects and therefore they may not reflect the current environment and development situations.

Expert Judgement relies on the experience of one or more experts. Expert Judgement can be relatively easy to apply and can produce fast evaluation but suffers from the difficulty of finding real experts and can suffer from subjective assessments. The most common way that experts make cost estimates and formulate judgements is by the use of analogies or comparisons (Hughes, 1996; Boehm, 1981).

Case-based reasoning (CBR) is an improved form of estimation by analogy (Shepperd and Schofield, 1997) that compares the software project under consideration with similar historical projects. CBR concentrates on a concrete, well-defined estimation framework and can be used, provided that suitable past projects can be found and that the mechanism for applying analogy is correct.

Each of these approaches are reviewed in detail in the sections which follow:
2.3.1 Algorithmic Estimation Models (AEM)

In their earliest efforts, researchers used algorithmic estimation models as a tool for software development effort estimation. AEM models depend totally on mathematical and numerical calculation, and do not take into consideration analogy with other similar projects. In this section, Line of Code (LOC) and Function Point (FP) models will be discussed.

2.3.1.1 The Nelson Model

In the early 1960s, Nelson and his team developed an effort estimation model. Their model was based on the study of 104 attributes and 169 software projects (Nelson, 1966). This model has formed the foundation for many other models being used today. It was also used and tested by the U.S. Air Force System Development Corporation (Boehm and Sullivan, 2000). However, with the advancement and complexity of software applications and tools, this model has become somewhat outdated. The model has also shown major disadvantages because of inaccurate estimation for non-linear cases.

2.3.1.2 The Walston-Felix Model

Walston and Felix (1977) extended the work of Nelson and incorporated new parameters. Their research was conducted in the early 1970s, and was based on calculating software development productivity, size, and cost. They tried to create cost models for early stages of the life cycle (Boehm, 1981). Their model used estimated and actual source lines for productivity estimates. In addition, program length was used as a tool to predict program characteristics, reliability and ease of maintenance. Walston and Felix performed some of the early work
that led to the first generation of software effort estimation techniques using project parameters such as effort, average staff size, as well as total costs. Their work was extended to cover many different situations. It fits a non-linear model but does not work when applied to subsets (Boehm, 1981).

2.3.1.3 The Boehm Model

In 1981, Boehm developed COCOMO (COnstructive COst MOdel) which was derived from the analysis and the observation of 63 software development projects (Boehm, 1981). The most crucial calculation in the COCOMO model is the use of the effort equation to estimate the number of person-months required to develop a project. Most other COCOMO results, including estimates for requirements and maintenance, are derived from this quantity (Boehm, 1981). To model complexity, COCOMO projects were categorised into three modes: organic, semi-detached, and embedded. COCOMO used additional variables called “cost drivers” as part of the project’s attributes (Futrell, Shafer and Shafer, 2002; Sommerville, 1995).

COCOMO II was introduced in 1995 as an extension of the 1981 COCOMO model. The model had three sub-models: Applications Composition, Early Design and Post-Architecture, which can be combined in various ways (Reifer, et al., 1999).

The main advantage of the COCOMO Model is that it is considered to be more transparent than other models. The cost drivers are also useful in understanding their impact on projects. In addition, the model is flexible enough to allow for different modes and levels of complexity. Finally, the COCOMO model works
well with projects that are similar in size, process or complexity (Futrell, Shafer and Shafer, 2002; Snell, 1997).

Although the COCOMO model has many advantages, it also has many disadvantages. One of the main disadvantages is that it is difficult to estimate Lines of Code (LOC) early in the project. Secondly, it is dependent on the knowledge of cost drivers and/or the amount of time spent in each phase (Futrell, Shafer and Shafer, 2002). Finally, it is extremely vulnerable to misclassification of the development mode (Snell, 1997).

2.3.1.4 Putnam’s Software Life-Cycle Model (Putnam’s SLIM)

Putnam's SLIM model was developed in the late 1970s (Putnam, 1978). It uses an automated mathematical model for software estimation based on Putnam’s analysis of software products in terms of the Rayleigh function (Norden, 1958; Putnam and Myers, 1992). SLIM enables software cost estimators to perform the following functions: calibration (fine tuning the model to represent the software development environment of the historical database of past projects), building (gathering software characteristics, personal attributes, computer attributes for system software) and sizing (using lines of code (LOC) costing technique) (Boehm et al., 2000).

Putnam's model is based on the non-linear Norden Rayleigh manpower distribution and uses the analysis of many completed projects. The central part of Putnam's model is called the software life cycle equation:

\[ y = 2K \exp(-at^2) \]
Where \( y \) is the manpower required in time period \( t \), \( K = \) total project effort in staff-year, and \( (a) \) is the shape parameter, depending upon the point in time at which \( y \) reaches its maximum \( a = \frac{1}{2}t_d^2 \), and \( t_d = \) development time. Putnam argued that the total of the individual cycle curves results in a Rayleigh Curve (Norden, 1958) because software development is implemented in a functionally similar way. The Rayleigh curve used to define the distribution of effort is modelled by a differential equation.

Some of the advantages of the SLIM model are that it depends on a thorough set of software development management tools which sustain the software program’s entire life cycle. It also uses linear programming, program evaluation, statistical simulation, and review techniques to derive software cost and effort (Putnam 1978). It thus generates an estimate from few parameters and gives useful guidelines in project management. However, some of the disadvantages of the SLIM are that it works well with large projects but not for small software projects. Finally, SLIM’s estimates are considered to be extremely sensitive to technology factors (Snell, 1997).

### 2.3.1.5 The Jensen Model

The Jensen model is considered similar to Putnam’s SLIM model (Jensen, 1984). However, the main advantage of the Jensen model was that it eliminated some of the negative behaviours of Putnam’s SLIM model. Both Jenson and Putnam apply the constraint that effort divided by the cube of the development time is less than some constant (which is chosen based on product and project parameters) (Jensen, 1984). One disadvantage of Jensen’s work compared to
Putnam's is that it is less sensitive to schedule compression. In addition, the model is applicable to smaller and medium sized projects.

SEER-SEM (System Evaluation and Estimation of Resources) is a proprietary model developed by Galorath, Inc. of Segundo, California. The model covers every aspect of the project life-cycle (Jensen, 1984; Boehm et al., 2000; NASA JSC, 2002). One advantage of SEER-SEM is that it can be applied to all types of software projects. The model also allows and offers tools that address not only software, but also hardware issues (Boehm et al., 2000; NASA JSC, 2002). The disadvantage of this approach is difficult to estimate early in stage and many costs not considered when estimate.

2.3.1.6 The Bailey–Basili META Model

The Bailey-Basili meta-model (Bailey and Basili, 1981) presented a statistical generation process for developing a local resource estimation model. The statistical generation process consists of three steps:

- Computing background equation,
- Determining factors explaining the differences between actual project data and the mean of the estimate derived by the background equation,
- Using a model to predict new project effort.

Bailey and Basili identified about 100 attributes as likely contributors to the variance in the predicted effort, grouping those attributes in a way that shows the positive and negative impact of each on effort. The logical groups that were derived were (Boehm et al., 2000):
2.3.1.7 Function Point Estimation Models

Function point estimation, developed by Albrecht (Albrecht, 1979) and later revised by the International Function Point User Group (IFPUG) (ISBSG, 2003) is a method for estimating effort through measuring the functionality of a system rather than its size. Longstreet (2005) states that function point estimation is a method to break systems into smaller components, so they can be better understood and analysed. It also provides a structured technique for problem-solving.

The total number of function points depends on the counts of distinct types in the five following classes:

- User-input types: data or control user-input types,
- User-output types: output data types,
- Inquiry types: interactive inputs requiring a response,
- Internal file types: files (logical groups of information) that are used and shared inside the system,
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- External file types: files that are passed or shared between the system and other systems (Albrecht, 1979; Snell, 1997; Longstreet, 2005).

Each of these types is individually assigned one of three complexity levels where \(1 = \text{simple}, 2 = \text{medium}, 3 = \text{complex}\), and at the same time, given a weighting value that varies from 3 (for simple input) to 15 (for complex internal files).

One advantage of this model is that data is available at an early stage of project development. It is also programming language independent. Finally, it is more accurate than the LOC estimate (Snell, 1997). However, some of the disadvantages of function points are that there is a need for subjective counting and evaluation, it is hard to automate, it ignores the quality of output, and it is oriented to traditional types of application (Futrell, Shafer and Shafer, 2002).

2.3.1.8 Checkpoint

Checkpoint is a knowledge-based software project estimating tool from Software Productivity Research (SPR) developed from Jones' studies (Jones, 1998). It has a database of thousands of software projects and it focuses on four areas that are used to ensure improvement in software quality and productivity. These four areas are technology, development process, environment and people management.

The checkpoint model uses Function Points (or Feature Points) as its primary input of size, and it focuses on three main parts for supporting the software
development life-cycle. These three areas are Estimation, Measurement and Assessment (Boehm et al., 2000; Jones 1998). The advantage of this technique is simple techniques based. This approach is independent of technology and is a more accurate estimator in early phases. It also gives a complete function point counting and estimating capability and supports the calculation of Feature Points. The disadvantage of these models is that precision of the models is considered poor in predicting the effort.

2.3.1.9 PRICE-S Model

This model was originally developed by Price Systems at RCA to be used internally on their software projects (Freiman and Park, 1979). It was developed in 1977 by Freiman and Park, and used for estimating US Department of Defence (DoD), North America Space Agency (NASA) and other government software projects. The PRICE-S Model consists of three submodels that enable estimating costs and schedules for the development and support of computer systems. These three submodels are: the Acquisition Submodel, the Sizing Submodel and the Life-Cycle Cost Submodel. The above submodels allow for estimating costs and schedules according to project size, type and complexity (Park, 1988). Some of the advantages of the model are that the size of the software may be input directly, or automatically using function point sizing. It can also be customized based on the needs of the user and permits specific comparison. The model’s main disadvantages are that it is difficult to estimate early in the life-cycle, the counts vary by language and many costs are not considered (e.g. requirements) (NASA JSC, 2002).
2.3.1.10 ESTIMACS

The ESTIMACS model (Rubin, 1983), offers a solution to problems relating to business specifications. It provides estimates relative to the six dimensions of effort hours, staff, cost, hardware requirements, risk and portfolio.

One advantage of this model is that the algorithmic system used at an early project stage is more accurate. One disadvantage is that the manner in which ESTIMACS translates input into effort is not entirely clear (Heemstra, 1992).

2.3.1.11 SOFTCOST

The SOFTCOST model for software estimating (Tausworthe, 1981) was originally developed for NASA in 1981. This model was improved using models and work carried out by Boehm, Putnam, Walston-Felix and others. The model uses LOC or function points as the primary input tool. A variety of the Softcost models were developed by Reifer Consultants, Inc. (Softcost-R, Softcost-Ada, Softcost-OO) from the work of Tausworthe (Reifer et al., 1999).

The Algorithmic models for cost estimation have their own challenges due to the fast changing nature of software development, which makes it very difficult to develop models that yield high accuracy in all domains. Models can be inaccurate if not properly calibrated and validated; moreover, it is possible that historical data used for calibration may not be relevant to new programs.
2.3.2 Expert Judgement Models (EJM)

Expert Judgement (non-algorithmic) models depend on the use of estimations based on prior knowledge and experiences. The expert techniques discussed below include the Delphi Approach and Work Breakdown Structure. These methods are based on the premise that where there is a lack of concrete and tangible data, experts may be consulted for their opinions (Boehm, 1981). These experts then supply estimates using their own experiences and knowledge of prior projects and relate them to the project at hand (Boehm, 1981). This provides an estimate of the cost, schedule, quality, etc. of the software being developed. The unmistakeable disadvantage of this method is that it is based on subjective opinion; and the opinion of one expert, may contradict that of another expert (Hughes, 1996). The Delphi approach and Work Breakdown structure are examples of expert judgement techniques. The following section describes each of them.

2.3.2.1 The Delphi Approach

The Delphi approach, originally from Greek oracle mythology, originated at the Rand Corporation in 1948, (Kaplan et al., 1949) as a way of making predictions about software estimation (Gordon and Helmer, 1964). It is used as a valuable way of getting group consensus on future software specifications. By getting group consensus on estimates, it eliminates the problem of individual, biased opinions (Snell, 1997). In order to improve and refine the estimate consensus obtained by the Delphi technique, Boehm and Farquhar created a new method which they called the wideband Delphi technique (Farquhar, 1970; Boehm, 1981).
An advantage of the Delphi approach is that estimation is subjected to a lot of discussion before coming to an agreement. Meetings allow people to express opinions and apply their own expertise. Another advantage is that if procedures are followed properly, bias can be eliminated and a group of experts come up with the best estimate for the project (Farquhar, 1970; Snell, 1997). Another advantage of the approach is that it can be more accurate if the system has been designed in detail. In addition, it is simple, inexpensive, utilises expertise of a number of people. A disadvantage of the approach however, is that it suffers from biases such as new manipulation of a group and silencing in order to see a specific outcome of a meeting. A further disadvantage of this approach is that it acquires lots of overhead costs in terms of time and person-hours for estimating some components of the entire project (Farquhar, 1970; Boehm, 1981; Snell, 1997).

2.3.2.2 Work Breakdown Structure (WBS)

As can be seen from the name, this technique breaks down the project in question into smaller components that can then be estimated separately. Once the smallest components are formed, estimates can be reached either by analogy or by experts. Once each individual component is estimated, the whole project estimate is derived by putting all estimates together (Boehm et al., 2000; Bunin, 2003). One advantage of the WBS-based technique is that it organises project elements into a hierarchical list of work activities, which simplifies the task of budget estimation. It is also good for planning and controlling costs, and measuring project progress. The main disadvantages to this method however, is that any estimate is only as good as the expert’s opinion and it also encounters
expertise-calibration problems. Finally, such a list is cumbersome to understand and may provide too much detail which is difficult to manage.

2.3.3 Case-Based Reasoning (CBR)

Case-based reasoning (CBR) is an approach which can be used to improve software effort estimation (Kadoda et al., 2000). CBR is a methodology for solving new problems by adopting the solutions of previous, similar problems. CBR is based on human reasoning; this gives a significant advantage in software development cost estimation since the results are intuitively acceptable by the people who make decisions. CBR retrieves existing cases, adapts them to a new situation, and finally generates solutions. This approach requires a large number of cases, which imposes high overheads when implementing a system (Aamodt and Plaza, 1994; Leake, 1996).

CBR depends on the availability of large databases of old software projects. Modifications can be made to adjust for minor changes in cases with similar attributes (Mair et al., 2000). CBR as a technique was explained by Aamodt and Plaza (1994) as a cyclical process made up of four stages as described by Kadoda et al. (2000):

- Retrieve previously similar cases related to current problem,
- Reuse the retrieved cases to find a solution,
- Revise the solution based on previous cases,
- Retain the new solution as a new case into the CBR database.

The process is also shown in Figure 2.1 below.
The fact that CBR is derived from human reasoning has given this approach a significant advantage in software development cost estimation. CBR is simple and flexible compared to numerical models. Another advantage of CBR is that no expert is required because everything is based on the analogy taken from prior cases. Also, CBR can handle both quantitative and qualitative data. A disadvantage of CBR is that it needs a large volume of cases and it may be difficult to find cases with similar attributes. Another drawback is that predictions are limited to the cases which were found in the database; this can bias the resulting cost estimate (Snell, 1997).

Lederer and Prasad (1998); Shepperd and Schofield, (1997) discuss different methods of CBR and how they can improve cost estimation by transferring knowledge from past cases to new cases. However, CBR estimation accuracy still needs to be improved (Shepperd and Schofield, 1997). One approach might be to combine more than one estimation technique. For example, analogy might
be used to help estimators take responsibility for the accuracy of their estimates by using performance reviews of systems. Local calibration is also necessary for consistent quantification and to minimise subjectivity (Lederer and Prasad, 1998; Delany, 1998).

### 2.3.3.1 Estimation by Analogy

Analogy involves comparing one or more completed projects in a similar domain as a means of producing new estimates. Estimation by analogy is a very simple, but powerful method. It has been used in many different applications and particularly in classification tasks (Shepperd, et al, 1996; Stamelos and Angelis, 2001). A certain number of nearest neighbours are defined according to a distance metric and their corresponding output values are then used to produce an approximation. The estimation of the outputs can be calculated by using the average of the outputs of the neighbours (analogies).

Hence, the analogy method can be described as a process with three steps:

- the new case for which the project effort is to be estimated is characterised by a set of common attributes,
- one or more similar cases (neighbours or analogies) from the dataset are found according to a predefined distance metric,
- the values of the neighbour cases are used to produce an estimate.

An important decision for analogy is the number of analogies (usually a small number) that need to be combined in order to evaluate the dependent variable. There are various approaches to selecting the distance metric and the number of analogies (Shepperd, et al, 1996; Stamelos and Angelis, 2001).
Estimation by analogy is a very simple, yet powerful method. It has a wide range of applications; particularly in classification tasks. Moreover, it is an attractive technique to apply to cost estimation, as it uses past experiences to solve new problems and corresponds to how experts operate (Delany, 1998). An advantage of this model is that it can be used with very few parameters in the early stages. A disadvantage is that, in order to compare projects, similar projects must exist. Also, there are difficulties with application domain dependence.

2.3.4 Hybrid Estimation Models

The use of a combination of techniques known as hybrid estimation models, may provide a good estimate. For example, combining algorithmic estimation with expert judgement and analogy methods may provide a superior estimation (Leung and Fan, 2003). Hybrid models tend to use both algorithmic and non algorithmic approaches.

2.3.4.1 Dynamics-Based Technique

The dynamics-based technique was developed as a model for software cost estimation which allows for changes over time. Forrester (1968) was the first to work on systems dynamics, formulating models that use continuous feedback loops. Madachy (1994) developed a dynamic inspection-based technique where the life cycle of the software process is supported by a continuous evaluation process. The system dynamics approach involves the following concepts (Richardson, 1991):
• defining problems dynamically, in terms of graphs over time,
• striving for an endogenous, behavioural view of the significant dynamics of a system,
• thinking of all real system concepts as continuous quantities interconnected in information feedback loops with circular causality,
• identifying independent levels in the system and their inflow and outflow rates,
• formulating a model capable of reproducing the dynamic problem of concern by itself,
• deriving understandings and applicable policy insights from the resulting model,
• implementing changes resulting from model-based understandings and insights.

An advantage of systems dynamics techniques is that they can be used to improve software cost estimation over time. One disadvantage however, is that the system can be complex and may grow into something that is difficult to handle, manage and calibrate (Abdel-Hamid and Madnick, 1991; Richardson, 1991).

2.3.5 Summary of Models

Table 2.1 presents a summary of the major features of various cost estimation models (circa 1960–1990). These models were chosen for comparison purposes because they each had different and distinguishable features and approaches. For example, some measure size of project through function points while others
are measured by line of code. These models were also chosen, based on their leading techniques and relative strengths. No single technique is 'best' for all circumstances; the comparison and integration of models, results and approaches are the most likely way to produce better estimates.

<table>
<thead>
<tr>
<th>Measuring Project size</th>
<th>SLIM (Putnam)</th>
<th>Bailey-Basili</th>
<th>Checkpoint</th>
<th>ESTIMACS</th>
<th>PRICE-SE</th>
<th>SEEK-SEM</th>
<th>SoSoft-R</th>
<th>COCOMO</th>
<th>I &amp; II</th>
<th>Delphi</th>
<th>System Dynamics</th>
<th>CASE-Based Reasoning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project’s Technical Environment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skill (experience)</td>
<td>P</td>
<td>F</td>
<td>F</td>
<td>P</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>Duration</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>P</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>Budget</td>
<td>P</td>
<td>N</td>
<td>N</td>
<td>F</td>
<td>P</td>
<td>N</td>
<td>N</td>
<td>P</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Functionality</td>
<td>P</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>N</td>
</tr>
<tr>
<td>Lines of Code (LOC)</td>
<td>F</td>
<td>F</td>
<td>N</td>
<td>N</td>
<td>F</td>
<td>P</td>
<td>F</td>
<td>F</td>
<td>N</td>
<td>N</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>Function Points (System Requirements)</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>Feature Points (User Requirements)</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>P</td>
<td>P</td>
<td>F</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>P</td>
<td>F</td>
</tr>
<tr>
<td>Number of bubbles (details) on a data flow diagram (DFD / UML)</td>
<td>N</td>
<td>N</td>
<td>F</td>
<td>N</td>
<td>P</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>P</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Number of entities on entity relationship diagram (ERD)</td>
<td>N</td>
<td>N</td>
<td>P</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>F</td>
<td>N</td>
<td>P</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Count of process / control boxes on a structure chart</td>
<td>N</td>
<td>N</td>
<td>P</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Number of objects classes, attributes &amp; services / methods</td>
<td>P</td>
<td>N</td>
<td>F</td>
<td>N</td>
<td>F</td>
<td>N</td>
<td>F</td>
<td>F</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Programming Language</td>
<td>F</td>
<td>N</td>
<td>F</td>
<td>N</td>
<td>F</td>
<td>N</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>P</td>
<td>P</td>
<td>N</td>
</tr>
<tr>
<td>Technology used (Hardware)</td>
<td>F</td>
<td>N</td>
<td>P</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>N</td>
<td>F</td>
<td>F</td>
<td>P</td>
<td>P</td>
<td>N</td>
</tr>
<tr>
<td>Software requirement (TOOLS)</td>
<td>F</td>
<td>N</td>
<td>P</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>N</td>
<td>F</td>
<td>F</td>
<td>P</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>ORGANISATION’S ENVIRONMENT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Application Type</td>
<td>P</td>
<td>F</td>
<td>F</td>
<td>P</td>
<td>P</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>P</td>
</tr>
<tr>
<td>Organisation Type</td>
<td>P</td>
<td>F</td>
<td>F</td>
<td>P</td>
<td>P</td>
<td>F</td>
<td>P</td>
<td>F</td>
<td>N</td>
<td>N</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>Organisation’s Line of Business</td>
<td>P</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>P</td>
<td>N</td>
<td>P</td>
<td>P</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Organisation Culture &amp; Project Leadership</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
</tbody>
</table>

F = fully supported (explicitly considered)
P = partially supported (partially considered)
N = not support (not able to determine from the available literature whether or not supported)

Footnote: for further references on these models see:

SLIM: http://www.qsm.com/slim_estimate.html
Jensen: http://sern.ucalgary.ca/courses/seng/621/W98/hongd/report2.html
Bailey-Basili: http://sern.ucalgary.ca/courses/seng/621/W98/johnsonk/cost.htm
CheckPoints: http://www.spr.com
ESTIMACS: http://www.ca.com/products/estimacs.htm
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2.4 Leadership and Organisational Culture

Leadership and culture are important issues in the success of any software project. Research has proven that leadership makes a huge difference in an organisation (Gardner, 1990; Swigger et al., 2003; Schneider and Barsoux, 2003). Culture and the approach of the leader affect what decisions are taken and in which direction the organisation is headed (Schein, 2004). Leadership and culture can also affect the way projects are run. For example, (Boehm, 1981) considers that the quality of a software team (i.e. the capability of programmers and analysts) is a significant factor in determining cost and quality in a software project (Krishnan, 1998). Gardner (1990), Sarros et al. (2006) and Fairholm (1991) noted the importance of leadership on the culture of an organisation. An organisation will manage more productively as a whole when its values are shared by its employees. Furthermore, organisational culture incorporates a set of assumptions, beliefs, and values, which guide organisational function (Hofstede and Hofstede, 2005; Schein, 2004). One would expect therefore that personality traits, power relationships, behavioural changes and organisational values will affect project costs.
2.4.1 Leadership

Leadership is defined by different people in different ways. Gardner (1990) sees leadership as a process of influencing others to achieve a task by providing purpose, direction and motivation. The main goal behind leadership is to follow a set of rules that steer the organisation in one direction or another (Fairholm, 1991).

There are a plethora of publications on leadership (Adair, 1998; Brown, 1998; Schein, 2004; Watson and Gallagher, 2005; Hunt and Larson, 1975; Hofstede, 1991; Schneider and Barsoux, 2003. However, comparatively little research has focused on leadership values (Fairholm, 1991). There have also been no studies to address the significance of leadership characteristics and organisational culture with regard to software cost estimation (Boehm, 1981; Kitchenham and Taylor, 1984; Shepperd et. al, 1996; Stamelos and Angelis, 2001).

Six key leadership parameters were derived from the literature review (Adair, 1998; Fairholm, 1991; Schneider and Barsoux, 2003), and from interviews with administrators, managers and project leaders (see Appendix C). The six parameters are:

- Interaction and relationships
- Decision-making
- Ability to motivate
- Understanding organisational culture
- Active thinking
- Communication skills
Each of these are discussed in the sections which follow.

2.4.1.1 Interaction and Relationships

According to Adair (1998), it is important for a leader to create learning experiences, pay personal attention to team needs and treat team members with respect. Members of the team have a need for interaction and involvement and understanding of those needs is important. Building good relationships with team members will strengthen loyalty and build responsibility to overcome various work situations. Balancing responsibility to the organisation with team relationships is complex; in some cultures managers tend to focus on the task and keep personal relationships aside (Schneider and Barsoux, 2003).

2.4.1.2 Decision-Making

According to Cosgrave (1996), decision-making is based on the knowledge, experience and constraints in place when a decision is made. These constraints can include pressure of time, availability of information and complexity. Time for consultation, reflection and discussion is also necessary (Schneider and Barsoux, 2003). Discussion with others can help in dealing with important decisions since problems may be resolved when discussed and evaluated, and positions shared (Hills, 2004).

2.4.1.3 Ability to Motivate

An organisation needs to motivate staff in order to achieve maximum performance. By enabling the participation of employees in a process and developing a dialogue between the team and the leaders, organisational values
can influence the whole motivational process (Osteraker, 1999). This can result in reduced cost, savings in time, and more motivated staff (Osteraker, 1999; Fairholm, 1991).

2.4.1.4 Understanding Organisational Culture

It is important for team members to be involved in the decision-making process and to come up with suggestions to improve their work environment. Effective leaders often develop a strong team culture. The leader must actively work to enhance cultural understanding and mutual respect (Allen and Kraft, 1987). By doing this, the leader actively links and connects points of interests with the team members, thus fostering understanding and collaboration.

2.4.1.5 Active Thinking

It is important to build inclusive environments that enable leaders and facilitators to promote collective thinking. Effective problem-solving requires active thinking (Allio, 2006). Practising thinking aloud makes for strong relationships between workers, this in turn impacts on the quality of thinking. Thinking together as a team is very important to enable the different people involved in the organisation to achieve better results (Ringer, 2007).

2.4.1.6 Communication Skills

Good communication creates healthy environments where individuals can enjoy their work. Leaders must build relationships with both individuals and groups. Good communication involves leaders communicating with team members
without showing favouritism towards specific groups (Harold, 2006). Creating
dialogue, communicating objectives clearly and regularly, and facilitating good
communication between team members are essential tools for leaders.

2.4.2 Organisational Culture

Culture plays an important role in people’s lives in general, and in organisations
in particular. Culture entails elements that come together to form the person or
the society. It comprises factors such as knowledge, beliefs, values, traits,
experiences, language and religion that make up a community, lifestyle and its
way of thinking (Schein, 2004). Culture is also the concept used to express “the
values, attitudes, and patterns of behaviour that are transmitted to all individuals
in a particular social environment. Culture moulds the self, prescribes the
relationships, and defines and reinforces our thoughts and feelings” (Poole,
2006).

Culture plays a significant role in helping individuals enhance their learning (or
hinder it). Numerous authors (Gardner, 1990; Swigger et al., 2003; Schneider
and Barsoux, 2003; and Schein, 2004) have written about culture and its effect
on the organisation’s approval for learning. Team performance, behaviour and
attitudes within the organisation and outside are affected by culture (Schein,
2004). Hence it is necessary for project managers and leaders to promote a
positive, inclusive culture.

The seven cultural parameters outlined below were derived from the literature
review and research conducted at UAE University in 2007 (Abu-Rmaileh and
Hamdan, 2007). According to the literature review, they were the most important parameters issues in the fields of education, sociology, leadership and administration. The seven parameters are:

- Timeliness
- Collaboration
- Job stability
- Intercultural intelligence
- Team experience
- Communication
- Reward mechanism

Each of these are discussed in the sections which follow.

2.4.2.1 Timeliness

Time awareness at work is a significant factor. There are issues around how different cultures value time and successfully use time at work. For an individual how they manage their time and balance the different tasks that they are doing is important. A successful team realises the value of time; team members that struggle are usually the ones that let time slip by and do not value time as they value money (Crawford, 2007). A person may have the right to waste his own time, but not that of others.

2.4.2.2 Collaboration

Collaboration is a dynamic process that has to be built using connections between individuals in a group. Building collaborative relationships is a long-
term process and does not end after the successful completion of a project. Collaboration works best when everyone is involved; taking risks in both personal and organisational dimensions (Solomon et al., 2001). Teamwork performance is often evaluated with respect to team members’ attitudes about how well the team collaborated, regardless of the success or otherwise of the project (Elfenbein and O’Reilly, 2002).

2.4.2.3 Job stability

It is difficult for individuals to work in an environment where there is no job security. Sadri (1996) shows that one potential outcome of the lack of job stability may be reduced productivity. Effort, ability and morale are all factors that determine a worker’s productivity. Organisations with low job security may experience increasing tardiness, absenteeism and reduced turnover (Sadri, 1996). When people lack job security, they tend to have low morale and give up or become lax in their work.

2.4.2.4 Intercultural Intelligence

In general, emotional intelligence is a concept which refers to the ability to be aware of one’s feelings and the feelings of others, to differentiate among them and use the information to guide one’s own thinking behaviours (Osborn, 2006; Rahim and Minors, 2003). This will have an impact on staff performance and satisfaction. Intercultural intelligence is the ability not only to understand cultural differences, but also to adapt one’s behaviours appropriately in order to fit in the other culture. Thus, it is important for business success. High social-emotional intelligence shows that a person performs well both as an individual and with
others (Gabel et al., 2005). Good teams are those that are flexible, adaptable to new situations and are always working in the best interests of the team.

2.4.2.5 Team Experience

Individual experiences affect teamwork, because each person comes with a different set of skills gained from a different organisational culture. Team backgrounds often provide better work experiences and outcomes (Hartenian, 2003).

2.4.2.6 Communication

In general, communication includes all verbal and nonverbal behaviour between people, including language, thoughts and feelings, problem solving, and learning. It also reveals how issues of identity, interdependence, power, social distance, conflict and negotiations are managed (Schneider and Barsoux, 2003). Miscommunication is a subtle problem that results from cultural differences in the meaning of verbal and nonverbal behaviour (Poole, 2006). This also includes effective listening so that information is not misunderstood.

Effective teams are good at communicating with each other (Ryder-Smith, 1999). Furthermore, when communication is not working well, this will have a negative impact on the team. When a team does not communicate effectively it will lead to a loss of time and productivity.
2.4.2.7 Reward Mechanism

Rewarding individuals is one of the most important factors that affects team motivation. A good reward scheme can increase production and lower costs. Rewards will inspire team members to be involved in positive change towards continuous improvement. It also aims to reward those individuals that provide examples of desirable behaviour and achieve the organisation's objectives (Stewart, 1989).

2.5 Summary

Estimation methods fall into three main categories: algorithmic cost estimation, expert judgement, and case-based reasoning. All three approaches have advantages and disadvantages. This chapter has reviewed current methods. The major limitations of the current methods are:

- inaccuracy or lack of success in making estimations,
- extreme difficulty in forecasting,
- limited information available at early stages of a project,
- little available domain knowledge,
- no single method is the best for all projects.

This chapter has reviewed the literature and identified the important factors within leadership and culture. The literature review has shown that leadership and culture go hand in hand. They are also important factors in the way an organisation functions. An investigation by survey will determine whether leadership and culture are also important factors for successful cost estimation of software development. The factors which will be explored are:
Leadership:

- Interaction and relationships
- Decision-making
- Ability to motivate
- Understanding organisational culture
- Active thinking
- Communication skills

Culture:

- Timeliness
- Collaboration
- Job stability
- Intercultural intelligence
- Team experience
- Communication
- Reward mechanism

These areas are the basis for further survey work in the next chapter.
CHAPTER 3

The Surveys

3.1 Introduction

This chapter describes the process of questionnaire development, survey implementation, data collection and analysis. A staged approach, in three phases, was taken. This consisted of a pilot study and two main surveys. The aim of the project is to investigate the cost estimation models in the UAE and the Gulf States. Consequently, government departments and oil companies in the UAE were selected to participate in the survey. The selected government departments represent 70% of the total budget in the UAE. Oil companies were selected because they represent the most mature private and semi-private organisations. A list of all the government departments (federal and local) and the oil companies was compiled, then those departments that have major IT initiatives and mature budgets were short-listed. Moreover, only government departments which were willing to play an active role in the survey and support this research were retained. Aside from the government departments the sample included a wide range of different service providers (Municipalities, Civil Defence, Water and Electricity, and Education). The selected government departments represent 52% of the total number of government departments in the UAE. All short-listed government departments were surveyed. In each of the surveyed organisations, the project leader(s) and team members were selected for interview and were also asked to complete questionnaires (see sections
3.3.4 and 3.3.5). The total number of organisations involved 24 project leaders and team members with 41 projects. These comprised the unit of analysis.

Initially, a pilot study (see section 3.6) was undertaken to test the questionnaire and to perform an initial investigation into the methods that government departments use to estimate the cost of software development. A first version of the questionnaire was prepared in an effort to determine the strategies used by government departments in Abu Dhabi, the capital city of UAE, for software development estimation.

The questionnaire was then revised (see Section 3.7) to better serve the objectives of this research. At this point the survey was expanded to cover the Dubai emirate, with the aim of solidifying the key findings and including more advanced IT projects. The questionnaire was also modified at this stage to capture data on leadership and culture.

The third and final survey (see Section 3.8) included further attributes based on the hypothesis and also included a structured interview. The main objective of this survey was to further investigate the impact of leadership and organisational culture and further investigate the role they play in software development effort estimation.
3.2 Overall Aims of the Survey

The aims of the survey were:

- To identify and analyse approaches that government departments follow in managing software development and maintenance within organisations in the Gulf States.
- To identify the needs of the Gulf States software development community with respect to software project estimation.
- To determine the needs for a model for software cost estimation in governmental departments.
- To determine the impact of organisational culture and leadership on software effort estimation.

As indicated in the literature (Madar Research Group, 2003; Hamdan et al, 2005), the approaches used for software cost estimation may differ and can be affected by many factors, such as the cultural environment, political system, leadership style and economic strength. This research assumes that the Gulf States are similar in their approaches to software development.

3.3 Questionnaire Structure

As stated earlier, the questionnaire was refined in three versions:

- The original version of the questionnaire was based on the work of Lederer and Prasad (1992) and Futrell, Shafer and Shafer (2002), who investigated the process used to estimate the effort of developing and maintaining Information Systems in government and semi-government departments in Abu Dhabi. The objectives of this study were to determine the current state-of-the-art software effort estimation techniques to help
identify methods and research directions for improving effort estimation and control (see questionnaire in Appendix A). The questionnaire contained a set of topics and questions that were intended to gather information about specific projects which have been undertaken by the organisations.

- The second version of the questionnaire was expanded to include factors not covered by the first version. For example, it was found that person-days and budgets are the most popular estimation measurement, and these were therefore included to define the size of project (see questionnaire in Appendix B).

- The third version of the questionnaire was expanded to include cultural and leadership issues. It was also much more detailed than the other two. For instance, questions were added enquiring about operating systems, databases, etc. (see questionnaire in Appendix C).

Each of these versions will now be explained in detail below.

For the Pilot Study, 11 government departments in Abu Dhabi were selected. They were asked to provide information regarding the software projects they had been developing. This study focused on collecting related information as to the type of software systems developed, as well as data on variances between actual cost and estimated cost. The different departments were asked to provide information regarding the software projects they had developed and whether most of the effort was expended on minor or major upgrades of systems or developing new systems. The information requested included cost, quality and planning methods. The information was collected and validated over a three-month period.
The Pilot Study showed that none of the projects were delivered successfully. The projects were either over-budget, missing some functionality or had missed deadlines. The reasons were mainly due to failures in effort estimation. Even though some of the team members had previous experience of effort estimation, they were not formally trained in cost estimation. It was also found that most project managers preferred to over-estimate cost to be on the safe side, and so higher management would not blame them for failure.

For Survey 1 the questionnaire was modified, more attributes were added and 20 government departments were studied. Survey 1 was applied to government and semi-government departments in Dubai and Abu Dhabi. Data were collected and validated over a six month period. The process of collecting information in Dubai was relatively fast compared to Abu Dhabi, because as stated earlier, the Dubai government has more well-defined IT strategies.

Survey 1 produced a recommendation that a national database be built to store all the historical lessons learned from previous government projects. Such a database would be a great asset, since most software development projects in government departments are similar. The lack of historical data and models has impacted negatively upon the effort estimation process.

Major discrepancies existed between estimated and actual project cost. There was also a lack of training. In contrast to Abu Dhabi, it was noticed that Dubai has more advanced Internet applications and ERP systems. However, similar to Abu Dhabi, the process of cost estimation was still immature and lacked the use of any formal model.
It was also noticed that person-days and budgets were the primary parameters used by government departments to define the size of project. Software functionality was also used to determine the size of projects. Therefore the third questionnaire was modified to capture information on these two issues in Survey 2. A summary of the questions asked is given below.

### 3.3.1 Organisation’s Line of Business

This section identified the organisations’ line of business. Types of business were Education, Health, Military, Civil Service, Oil-Gas, Tourism Services and Telecommunications.

### 3.3.2 Application Type

These were categorised into two areas: core systems and supporting systems. Each is explained in more detail below.

Core systems exist to achieve the core mission of organisations and to satisfy their core purpose. Examples of core systems are:

- Fire alarm systems used by civil defence departments,
- Flight information systems used by civil aviation departments,
- Traffic light management systems in police and traffic departments.

Supporting systems support the internal services of an organisation. Examples of supporting systems are:

- Human resources and payrolls,
- Financial systems,
- Document management systems.
3.3.3 Organisational Structure

Organisations were asked to classify themselves according to three possible structures (Futrell, Shafer, and Shafer, 2002): project oriented, functional and matrix. In a project-oriented (projectized) organisation, the project manager has the highest authority. In this type of organisation a project establishes a unity of command. All skills needed are assigned to the project. In a functional organisation structure, the project manager has less authority and staff are divided into their functional specialities (e.g. software engineers would report to the engineering department manager). Project managers basically focus on key functions and concentrate on core competencies. In a matrix structure, the project manager and the functional manager share similar authority. There is a balance of power established between them. The characteristic of a matrix organisation is that it enables project objectives to be clearly communicated and a functional disciplinary team is retained. It may create duplication of effort across projects. Also, functional and project management may have different priorities.

3.3.4 Project Leadership

While studying the parameters that impact the software effort and cost estimation in government departments, it was concluded by the author that leadership characteristics should be considered. For example in Abu Dhabi and Dubai Project managers tend to have more authority (project-oriented). Also, project managers in Dubai tend to have their own distinct style. The following sections describe the attributes that were considered in this questionnaire.
a) Interaction and relationships
It is important for a leader to create learning experiences, pay personal attention to team needs and treat team members with respect. Team members have a need for interaction and involvement and understanding those needs is important. It is important for the leader to pull the team together by asking them for their feedback and ideas about how things can be made more effective. Good communication will strengthen relationships and improve performance. The following questions were asked to examine this area:

- Does the leader pay attention to what the team members have to say?
- Does the leader listen, consider proposals and allow others the freedom to express feelings?
- Does the leader support the team when necessary?
- Does the leader give individual and team feedback on performance in an honest manner?
- Does the leader focus on human values?
- Does the leader care about the team?

b) Decision-Making
The leader must hold effective meetings with a focus on decision-making, and make appropriate decisions by consulting with the team. Decisions should be made by general consensus which empowers others to fulfil requirements. The following questions were asked to examine decision-making:

- How often do leaders make decisions?
- What types of decisions does the leader take (hiring / firing, etc.)?
- How does the leader communicate critical decisions (face-to-face, e-mail, memos, etc.)?
• Does the leader consult with team members before a decision is made?
• How decisive is the leader in taking decisions?
• Are the decisions made by the leader in a timely manner?
• Does the leader delegate decisions and jobs to others?
• How creative are the decisions that the leader makes?

c) Ability to Motivate
It is important that the leader has the ability to motivate team members to fulfil goals, meet targets and share goals and visions with team members. The leader also needs to provide appropriate levels of direction and support to enhance performance. Most organisations make an attempt to motivate their employees by making use of rewards. Leadership effectiveness is measured in terms of how well the team accomplishes its goal, and how successful the leader is in motivating behaviour. The following questions examined this particular attribute:

• What motivational approaches are used?
• What does a leader actually do to inspire the team?
• What basis of influence can a leader use?
• How does the leader keep team members satisfied?
• What behaviour is rewarded?
• Are values backed up by time and money?

d) Understanding Organisational Culture
The leader must understand and actively work to enhance cultural understanding and respect among others. Also, the leader must effectively articulate the mission (or vision) with clarity and respect and demonstrate the ability to understand and manage intercultural teams so that everyone conforms
to the majority. The following questions were asked to examine this particular attribute:

- Does the leader understand and manage the intercultural team?
- Does the leader enhance cultural understanding and respect among the team?
- Does the leader believe everyone should conform to the majority?

**e) Active thinking**

The leader must develop a clear vision of the project and set achievable targets. The leader must also see that the visions, values and goals of the team are in line with those of upper management, in order to enhance creativities and team contributions. The following questions were asked to examine this particular attribute:

- Does the leader enhance team contributions and set feasible targets?
- Does the leader see that visions, values and goals of the team are in line with management visions?
- Does the leader engage with ideas and concepts to know the big picture?
- Does the leader give feedback constantly, irregularly, at job completion, or never?

**f) Communication Skills**

A leader should carry out enhanced communication as well as creating dialogue and channels in and through which that communication takes place. Building effective communication skills is an important key that can open closed doors. The leader must communicate objectives clearly and regularly with team members and assist in good communication among team members. This
includes communicating effectively for understanding and empowerment during the change process. The leader must also create a positive atmosphere in the work environment and address work related issues clearly, justly among the team and give effective feedback on team related issues. This process produced the following questions to examine the communication skills attribute:

- Has the leader communicated the vision, values, goals and rules of the institution with the team members?
- How often does the leader communicate with his team members?
- Is the leader clear in the way he communicates with the team members?
- What way does the leader use to communicate with the team members (face-to-face, e-mail, memos, etc.)?
- How is the information conveyed (directly or indirectly, through assistants, or by themselves)?
- How clear is the communication that the leader conveys?
- Does communication take place in an open forum or is it one-sided?
- Does communication take place in a timely manner?

The impact and the influence of these attributes were studied in detail, as leadership and the project organisational structure were considered to be an important part of effort estimation. The leadership assessment part of the questionnaire was a refinement of a model of leadership and character developed by Fairholm, (1991); Schein, (2004).
3.3.5 Organisational Culture

Previous studies have ignored the impact of organisational culture in determining software development effort. This research has considered the importance of the organisational culture. Towards this end, several parameters were included. Each of these parameters are explained below.

a) Timeliness

Team members’ respect for time and commitment to time were investigated. The following questions were asked to examine this particular attribute:

- Does the team manage time and resources in an effective manner?
- Do team members respect time and value it?
- Do individuals understand and adapt to the team’s general view of time?
- Does the team maintain a balance between work and social life?

Time awareness in work and outside work is a significant indicator as to how individuals view time and how they utilise it effectively. It is also an issue of how teams in different cultures value time and how successfully they use that time.

b) Collaboration

Team members were also asked about their relationships with each other. Cooperating, trusting or information-seeking/supporting and constructive team relations were studied and measured in this survey. The significance of collaboration is for teams to realise that they can match their interests and are able to benefit from working with each other. The following questions were asked to examine this particular attribute:

- Do individuals work with each other to enhance team commitment?
- Does each individual understand the work of others?
• Do individuals have personal contact and provide feedback to others?
• Do team members have the right attitude and perspective?
• Do team members have positive peer relationships?

c) Job stability
This reflects loyalty to the project and the organisation. Team loyalty, belonging and trust among the different team members, were considered in this survey. It is important that the team and the leader develop a positive relationship with mutual trust. The following questions were asked to examine this particular attribute:

• Does a team build relationships and develop trust among others?
• Does an individual enhance team loyalty and belonging to the group?
• Does a team take risks and feel secure enough to achieve goals?

d) Intercultural intelligence
Impersonal relations were determined for each project. The ability to understand and respect the other’s culture or point of view was investigated. The following questions were asked to examine this particular attribute:

• Do the team members who are responsible for success encourage others?
• Does the team promote creativity of its members?
• Does the team understand other cultural views?
• Does the team recognise the strengths and abilities of others?

e) Team experience
The skills of the team members were investigated and studied. These were considered important when determining the similarities among organisation culture. The following questions were asked to examine this particular attribute:

• Does the team use tools and equipment effectively?
• Does the team use skills and knowledge acquired for the project?
• Are team members familiar with other members’ backgrounds and experiences?
• Does the team find solutions to problems in order to maintain progress?

f) Communication
It has been identified that communication plays a major role in project success or failure. The following questions were asked to examine this particular attribute:

• Does the team assist and help both tasks and personal issues?
• Does the team give and receive feedback on their teamwork?
• Does the team consciously reflect on their effectiveness and strive for improvement?

g) Reward mechanism
Three methods of reward were identified in the questionnaire. The following questions were asked to examine this particular attribute:

• Does the team encourage and support others in on-going professional growth opportunities?
• Does the team recognise and reward achievements?
• Does the team encourage the achievement of desired results?

3.3.6 Project Technical Environment
This section of the questionnaire covered parameters that impact upon software effort and cost estimation, namely:

• Number of core users (backend users): users who use the system for their day to day job function
• Number of clients: i.e. the set of users in each organisation
• Number of transactions: i.e. the set of actions and instructions
• Numbers of entities: objects, functions, and transactions
• Technology used (hardware and software infrastructures)
• Skill sets were considered in two dimensions: cost and experience

3.3.7 Year of Project Completion

The questionnaire asked the year of project completion. Comparisons were only to be made between those projects that were implemented during the previous five years.

3.3.8 Effort and Project Duration

In an effort to determine the validity of effort prediction the questionnaire measured the actual effort and the project duration.

3.4 Data Collection

The process of collecting the information was conducted in three stages each using a different survey. The Pilot Study was conducted in Abu Dhabi with 11 government departments. In Survey 1, 20 government departments were studied. Survey 2 was a comprehensive questionnaire that included all the important variables required to measure the effort estimation. In an effort to improve the accuracy of the collected data, visits to each department were also conducted.

Departments were selected on the basis of being the largest and oldest. More recent government departments may not have a mature IT infrastructure. The UAE was ranked #1 among the Arab countries in 2002 to 2004 for having the most advanced e-government (www.unstats.un.org; Global 2005). The selected
departments represent 70% of the government departments in Abu Dhabi and Dubai and share 73% of the IT spending in UAE. Total spending of these departments for software development and information systems circa 2003 was approximately US $1,265 million.

The departments were surveyed over a period of nine months, over which time questionnaires were sent to each department. Twenty-four departments were selected for the study. In order to facilitate the process of collecting information, the questionnaire was designed in a multiple-choice format and completed during one-to-one meetings.

The survey was validated by physically visiting sites and examining information from previous projects. The websites of the departments were also visited to further validate the data collected. The questionnaires were initially sent via email to the participants. Interviews were then conducted with each participant to further explain the purpose of the survey and to ensure accuracy of the data. Each interview was less than one hour duration. It was made clear that the names of all participating organisations would remain confidential.

3.5 Pilot Study

The first study was a pilot survey to test the questionnaire and to perform initial investigations into the methods that government departments used to estimate the cost of software development projects. The pilot study also identified attributes to include in the later surveys, and help establish procedures for future survey work.
3.5.1 Application Areas

It was found that 55% of the departments developed their applications in-house while 36% outsourced their application development. Only 9% of the companies used both in-house and outsourcing. Table 3.1 illustrates this information. This may be because the concept of outsourcing is still new in the region, thus there are limited outsourcing options.

<table>
<thead>
<tr>
<th>Developed methods</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>In-house</td>
<td>54.5%</td>
</tr>
<tr>
<td>Outsourcing</td>
<td>36.4%</td>
</tr>
<tr>
<td>Both methods</td>
<td>9.1%</td>
</tr>
</tbody>
</table>

Table 3.1: The ratio of applications developed in-house, outsourced and both methods

ERP systems occupied the majority of IT applications (64% of the developed applications); this is due to the fact that most government departments started building ERP solutions in the mid 80s (see Table 3.2).

<table>
<thead>
<tr>
<th>Developed application</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Enterprise Resource Planning (ERP)</td>
<td>64%</td>
</tr>
<tr>
<td>Decision Support Systems</td>
<td>10%</td>
</tr>
<tr>
<td>Process Control Systems</td>
<td>3%</td>
</tr>
<tr>
<td>Business Related Systems</td>
<td>15%</td>
</tr>
<tr>
<td>Other</td>
<td>8%</td>
</tr>
</tbody>
</table>

Table 3.2: The ratio between the types of the developed applications in the Abu Dhabi departments

Furthermore, it was found that 27% of the in-house applications were focused on developing fully functional application software excluding hardware and software licences. However, 73% of software development in-house included hardware and software on their budgets. This is due to governmental purchasing regulations. It is easier for a government department to include both hardware and software in the contract (see Table 3.3).

<table>
<thead>
<tr>
<th>IT projects preference</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Project excluding Hardware &amp; Software</td>
<td>27%</td>
</tr>
<tr>
<td>Project including Hardware and Software</td>
<td>73%</td>
</tr>
</tbody>
</table>

Table 3.3: IT projects preferred within the Abu Dhabi organisations
It was found that 58% of applications are new, 12% are major upgrades, 12% are minor upgrades, and 18% are updates of existing applications (see Table 3.4). As mentioned previously, many government departments built their ERP applications in the mid 80s and now wanted to renew their systems, rather than upgrade them.

<table>
<thead>
<tr>
<th>The anticipated delivery of projects</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>New system</td>
<td>58%</td>
</tr>
<tr>
<td>Major upgrade: a currently existing system was upgraded, requiring</td>
<td>12%</td>
</tr>
<tr>
<td>extensive amounts of new software to be developed</td>
<td></td>
</tr>
<tr>
<td>Minor upgrade: a currently existing system was upgraded requiring</td>
<td>12%</td>
</tr>
<tr>
<td>(some) software</td>
<td></td>
</tr>
<tr>
<td>Updated system by modifying existing software</td>
<td>18%</td>
</tr>
</tbody>
</table>

Table 3.4: Expected future projects

The majority of the government departments developed their own applications in-house and, only a small number of those departments paid attention to software development effort estimation. Departments are required to allocate their IT budget at the beginning of each fiscal year without focusing on software development effort estimation, due to the budgeting regulations. As shown in Table 3.5, most departments calculate the cost of the total project rather than focus upon software development effort.

<table>
<thead>
<tr>
<th>The anticipated delivery of projects</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated the software development effort</td>
<td>27%</td>
</tr>
<tr>
<td>Looked at the project as a whole</td>
<td>73%</td>
</tr>
</tbody>
</table>

Table 3.5: The departments anticipated in software development effort estimation

Most of the departments stated that there were discrepancies between estimated effort and the actual effort. As shown in Table 3.6, in 37% of cases the estimated effort was more than the actual effort, while, in 18% of cases the estimated effort was less than the actual effort. Only 27% felt that their estimations were acceptable. Most project managers preferred to estimate higher budget in order to be on the safe side.
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The anticipated delivery of projects

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>More</td>
<td>37%</td>
</tr>
<tr>
<td>Less</td>
<td>18%</td>
</tr>
<tr>
<td>Acceptable</td>
<td>27%</td>
</tr>
<tr>
<td>Not applicable (N/A)</td>
<td>18%</td>
</tr>
</tbody>
</table>

Table 3.6: The discrepancy between the estimated effort and the actual ones

The Pilot Study also investigated the reasons behind discrepancies between actual effort and estimated effort (see Table 3.7). Unanticipated tasks are the main reason for discrepancies, while the skills of team members, ignoring performance reviews and missing data, are also factors. These results demonstrate an urgent need for improved estimation methods.

<table>
<thead>
<tr>
<th>Effort estimation discrepancy</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Inability to anticipate skill of project team members</td>
<td>8%</td>
</tr>
<tr>
<td>Overlooked tasks</td>
<td>20%</td>
</tr>
<tr>
<td>Lack of an adequate methodology or guidelines for estimating</td>
<td>12%</td>
</tr>
<tr>
<td>Lack of historical data regarding past estimates and actual performance</td>
<td>4%</td>
</tr>
<tr>
<td>Lack of project control comparing estimates and actual performance</td>
<td>8%</td>
</tr>
<tr>
<td>Frequent requests for changes by users</td>
<td>12%</td>
</tr>
<tr>
<td>Performance reviews which did not consider whether estimates were met</td>
<td>8%</td>
</tr>
<tr>
<td>Poor requirements (lack of cooperation and lack of experience)</td>
<td>4%</td>
</tr>
<tr>
<td>Missing Data</td>
<td>8%</td>
</tr>
<tr>
<td>Other</td>
<td>16%</td>
</tr>
</tbody>
</table>

Table 3.7: Reasons for the effort estimation discrepancies

3.5.2 Estimation Methods

Another reason for discrepancies between actual effort and estimated effort is that software development estimation is conducted in the early stages of a project. Project managers are obliged by regulations to set the software development budget prior to, or at the early stages of, the project launch.

The Pilot Study investigated the phase in which the estimation occurred. 34% of the departments stated that effort estimation occurred prior to the project award.
Table 3.8 below indicates whether estimation took place in the early stages of a project.

<table>
<thead>
<tr>
<th>Effort estimation occurs</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Beginning of each phase</td>
<td>25%</td>
</tr>
<tr>
<td>Initial project plan</td>
<td>17%</td>
</tr>
<tr>
<td>Prior to project award (before approval)</td>
<td>34%</td>
</tr>
<tr>
<td>Prior to implementation stage</td>
<td>8%</td>
</tr>
<tr>
<td>After system requirement analysis phase</td>
<td>8%</td>
</tr>
<tr>
<td>End of stage 1 out of 4 stages</td>
<td>8%</td>
</tr>
</tbody>
</table>

Table 3.8: When effort estimation occurred during a project

The Pilot Study also asked the parameters that were considered in estimating software development. 36% included buildup of manpower (recruitment and retention of staff with essential skills), 14% resources needed, 14% IT Infrastructure (person-days, cost, equipment and training), 29% total effort, and 7% duration (see Table 3.9).

<table>
<thead>
<tr>
<th>Parameters considered for estimating software cost</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Buildup of manpower (specialists in profession)</td>
<td>36%</td>
</tr>
<tr>
<td>Resources needed</td>
<td>14%</td>
</tr>
<tr>
<td>IT Infrastructure (person-day, cost, equipment, and training)</td>
<td>14%</td>
</tr>
<tr>
<td>Total effort</td>
<td>29%</td>
</tr>
<tr>
<td>Duration</td>
<td>7%</td>
</tr>
</tbody>
</table>

Table 3.9: The factors that are considered in effort estimation

In order to gain revised and more precise estimation and to avoid any risks, project managers will often perform some informal cost estimations (Futrell, Shafer and Shafer, 2002). However, they will tend to reduce small elements of the project scope, rather than request a revision of the budget. Table 3.10 shows when re-estimation occurred during the project life-cycle.

<table>
<thead>
<tr>
<th>Cost re-estimation</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Informal re-estimates performed during development.</td>
<td>8%</td>
</tr>
<tr>
<td>Formal re-estimates performed at pre-defined milestones/ targets.</td>
<td>38%</td>
</tr>
<tr>
<td>An amendment changed the system being built and a re-estimate required.</td>
<td>31%</td>
</tr>
<tr>
<td>Re-estimation was not performed</td>
<td>23%</td>
</tr>
</tbody>
</table>

Table 3.10: Re-estimation

Table 3.11 shows the parameters that were re-estimated.
### Items included in the re-estimate

<table>
<thead>
<tr>
<th>Item</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Software</td>
<td>18%</td>
</tr>
<tr>
<td>Hardware</td>
<td>19%</td>
</tr>
<tr>
<td>Number of delivered units</td>
<td>9%</td>
</tr>
<tr>
<td>Testing</td>
<td>12%</td>
</tr>
<tr>
<td>Integration</td>
<td>14%</td>
</tr>
<tr>
<td>Documentation</td>
<td>12%</td>
</tr>
<tr>
<td>Training</td>
<td>14%</td>
</tr>
<tr>
<td>Other</td>
<td>2%</td>
</tr>
</tbody>
</table>

Table 3.11: Re-estimation parameters

### 3.5.3 Estimation Team

Project managers and many of their IT staff were involved in the estimation process (see Table 3.12). Despite this diverse allocation of personnel, only 5% of them had any previous experience in cost estimation.

<table>
<thead>
<tr>
<th>IT Position</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>C.E.O / President</td>
<td>--</td>
</tr>
<tr>
<td>Database Manager</td>
<td>3%</td>
</tr>
<tr>
<td>IT Consultant</td>
<td>13%</td>
</tr>
<tr>
<td>IT Engineer</td>
<td>3%</td>
</tr>
<tr>
<td>IT Manager</td>
<td>29%</td>
</tr>
<tr>
<td>System Analyst</td>
<td>6%</td>
</tr>
<tr>
<td>General Manager</td>
<td>3%</td>
</tr>
<tr>
<td>Development Manager</td>
<td>9%</td>
</tr>
<tr>
<td>Programmer</td>
<td>6%</td>
</tr>
<tr>
<td>IT Director</td>
<td>19%</td>
</tr>
<tr>
<td>Strategic Planning/Project Admin.</td>
<td>3%</td>
</tr>
<tr>
<td>Technical Advisor</td>
<td>6%</td>
</tr>
</tbody>
</table>

Table 3.12: IT players in cost estimation

Also, it was observed that only 40% of project managers had been formally trained (e.g. adequate training in risk identification and management, also adequate training on tools to manage cost estimating, control and reporting) (see Table 3.13). However, none of them had fully used their expertise in effort estimations or utilised cost estimation model.

<table>
<thead>
<tr>
<th>Project Manager training</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Project manager took training</td>
<td>40%</td>
</tr>
<tr>
<td>Project manager did not join training</td>
<td>60%</td>
</tr>
</tbody>
</table>

Table 3.13: Project managers who attended training and those who did not
3.5.4 Lessons learned from Pilot Study

The pilot survey showed that none of the projects studied were delivered entirely successfully. It found that software development projects were either over-budget, had missed deadlines or fell short of some of their required functionality. The reasons behind this are mainly due to a failure in effort estimation. These results may be summarised as follows:

- Software cost estimation occurred at the early stages of the project and was consequently not based on a well-defined cost estimation model.
- People in charge of software development lack the experience and the skills in software cost estimation.
- Rules and regulations regarding information systems prevent or hinder budgetary control of the IT project.

It was noticed that the ERP systems occupied the majority of IT applications and most wanted to renew their ERP systems rather than upgrade them. It was also found that most project managers prefer to estimate a larger budget for a project in order to be on the safe side. Most importantly, there was a complete lack of a cost estimation model.

Implementing a database that stores historical data and lessons learned from completed projects would help greatly in achieving more accurate estimation; such a database would save the Gulf States a considerable amount of money.
3.6 Survey 1

Survey 1 was based on the pilot study and examined extra parameters used by government departments to estimate software cost. For example, the methods used to estimate project size; budget, person-hours or functionality. Survey 1 also extended the study to cover government departments in Dubai.

The pilot survey indicated that no formal model was used in Abu Dhabi for software cost estimation. This resulted in failures for most of the application development projects. It was concluded that the questionnaire needed to be revised to better serve the objectives of this research (see Appendix B). The results of Survey 1 are compared with those of the Pilot Study in the following sections.

Outsourcing software development is the dominant option that government departments in Dubai follow when building information systems. As illustrated in Table 3.14, 87% of government departments in Dubai have outsourced software development, whereas 13% develop their own applications. These findings suggest that government departments are focusing on their core business, and also point to the availability of multinational and regional software development companies located in Dubai.

<table>
<thead>
<tr>
<th>Project developed</th>
<th>Abu Dhabi</th>
<th>Dubai</th>
</tr>
</thead>
<tbody>
<tr>
<td>Within your organisation (in-house)</td>
<td>54.5%</td>
<td>13%</td>
</tr>
<tr>
<td>Contracted out (outsourced)</td>
<td>36.4%</td>
<td>87%</td>
</tr>
<tr>
<td>Both methods</td>
<td>9.1%</td>
<td>--</td>
</tr>
</tbody>
</table>

Table 3.14: The ratio of the developed applications in-house and outsourced

The main reason behind this discrepancy between Abu Dhabi and Dubai is probably due to the very limited outsourcing options and because the concept of
outsourcing is still new in Abu Dhabi. In contrast, the option of outsourcing is widely available in Dubai (for example “Dubai Internet City” and Etisalat Telecommunications Co.) and the concept of outsourcing the application development and hosting is highly supported by top leadership.

The survey has shown (see Table 3.15) that government departments have paid similar attention to the development of enterprise resource planning systems, e-services, document management systems; intranet applications and help desk systems. This is according to the directions of the highest authority in Dubai to e-enable all services and to allow the public and businesses to interact with government services directly through online channels. (The Dubai leadership has set a target to e-enable 90% of government services by the year 2007).

<table>
<thead>
<tr>
<th>Developed application</th>
<th>Abu Dhabi</th>
<th>Dubai</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enterprise Recourse Planning System (ERP)</td>
<td>64%</td>
<td>20%</td>
</tr>
<tr>
<td>Document Management Systems</td>
<td>15%</td>
<td>18%</td>
</tr>
<tr>
<td>Help Desk System</td>
<td>8%</td>
<td>18%</td>
</tr>
<tr>
<td>Decision Support System</td>
<td>10%</td>
<td>8%</td>
</tr>
<tr>
<td>Intranet Applications</td>
<td>3%</td>
<td>18%</td>
</tr>
<tr>
<td>eServices (automated services)</td>
<td>--</td>
<td>18%</td>
</tr>
</tbody>
</table>

Table 3.15: The ratio between the types of developed applications

It was found that 64% of the developed applications were ERP systems. This may be due to the fact that government departments in Abu Dhabi are focusing on automating their internal processes. The concept of providing electronic services to the public is still in the early stages in Abu Dhabi; this may be why major steps towards e-Government were not noticed. However, in the near future most government departments will launch projects to e-enable their services. ERP occupied only 20% of the overall developed applications. This may be due to the fact that most government departments started building their
ERP solutions in the early 1980s. Internet applications and e-services occupy the second largest developed IT applications; this is due to the Dubai leadership to e-enable all government services and because it has more development, free training zones, many international companies and is also an Internet city.

3.6.1 General Information

It was noted that more than 50% of the applications developed in Abu Dhabi were built from scratch or involved customisation, in contrast with Dubai where it is less than 40% (see Table 3.16). The main reason was due to the fact that Dubai government departments have actually started the utilisation of IT applications before Abu Dhabi. The other reason for this difference is because Abu Dhabi government departments tend to allocate higher budgets for software development; whereas in Dubai, IT budgets for redeveloping applications are tighter.

<table>
<thead>
<tr>
<th>Developed Project</th>
<th>Abu Dhabi</th>
<th>Dubai</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fully functional software developed from scratch</td>
<td>58%</td>
<td>39%</td>
</tr>
<tr>
<td>Readymade software with major customisation</td>
<td>18%</td>
<td>38%</td>
</tr>
<tr>
<td>A major upgrade – an existing system with extensive customisation</td>
<td>12%</td>
<td>15%</td>
</tr>
<tr>
<td>A minor upgrade – an existing system with few amount of customisation</td>
<td>12%</td>
<td>8%</td>
</tr>
</tbody>
</table>

Table 3.16: Developed projects

As shown in Table 3.17, both Abu Dhabi and Dubai are almost the same when it comes to defining the scope and the size of the project. This is due to the unified federal rules and regulations that manage the process of purchasing software. It is easier for government departments to include hardware and software in a contract to avoid complexity and to ensure that the budget is reserved for the newly-developed system.
Software development and implementation dominates governmental department spending in Dubai, consultancy services occupy 18%, while hardware purchasing and other information technology activities take up the other 18% of effort.

<table>
<thead>
<tr>
<th>Contracted scope</th>
<th>Abu Dhabi</th>
<th>Dubai</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consultancy Services</td>
<td>27%</td>
<td>18%</td>
</tr>
<tr>
<td>Software development and Implementation</td>
<td>73%</td>
<td>64%</td>
</tr>
<tr>
<td>Hardware purchase and Implementation</td>
<td>9%</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>--</td>
<td>9%</td>
</tr>
</tbody>
</table>

Table 3.17: Contracted effort on IT projects

As shown in Table 3.18, government departments in Abu Dhabi and Dubai prefer to allocate more budgets to bids to be on the safe side. This is because of the lack of appropriate and reliable models for software cost estimation.

<table>
<thead>
<tr>
<th>Estimated efforts to bid contracts</th>
<th>Abu Dhabi</th>
<th>Dubai</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt; 50%</td>
<td>More</td>
<td>37%</td>
</tr>
<tr>
<td>&gt; 25%</td>
<td></td>
<td>14%</td>
</tr>
<tr>
<td>Same or close</td>
<td></td>
<td>27%</td>
</tr>
<tr>
<td>&lt; 50%</td>
<td>Less</td>
<td>18%</td>
</tr>
<tr>
<td>&lt; 10%</td>
<td></td>
<td>14%</td>
</tr>
<tr>
<td>N/A</td>
<td></td>
<td>18%</td>
</tr>
</tbody>
</table>

Table 3.18: The discrepancy between the estimated effort to the bid

Same or close: (Variance between actual effort and estimated is negligible)

Most of the departments interviewed stated that there was a discrepancy between the estimated effort and the bid contract. As indicated in Dubai, 29% of estimations differed by more than 50% compared to the original bid, and 14% of estimations differed between 25% and 50% compared to the bid; only 29% of estimations were close and acceptable. This finding is similar to those of the Pilot Study, which indicated that estimations are still weak in Dubai. This shows the need for a model for software cost estimation.
As shown in Table 3.19, the lack of a methodology for effort estimation, as well as the lack of historical data from past projects in Dubai represents 36% of the reasons for discrepancies between estimated effort and the bid proposal. This emphasises the need for a new cost estimation model.

<table>
<thead>
<tr>
<th>Effort estimation discrepancy</th>
<th>Abu Dhabi</th>
<th>Dubai</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inability to anticipate skill of project team members</td>
<td>8%</td>
<td>4%</td>
</tr>
<tr>
<td>Overlooked tasks</td>
<td>20%</td>
<td>17%</td>
</tr>
<tr>
<td>Lack of an adequate methodology or guidelines for estimating</td>
<td>12%</td>
<td>18%</td>
</tr>
<tr>
<td>Lack of historical data regarding past estimates and actual performance</td>
<td>4%</td>
<td>18%</td>
</tr>
<tr>
<td>Lack of project control comparing estimates and actual performance</td>
<td>8%</td>
<td>13%</td>
</tr>
<tr>
<td>Frequent requests for changes by users</td>
<td>12%</td>
<td>20%</td>
</tr>
<tr>
<td>Performance reviews which did not consider whether estimates were met</td>
<td>8%</td>
<td>7%</td>
</tr>
<tr>
<td>Poor requirements (lack of cooperation and lack of experience)</td>
<td>4%</td>
<td>7%</td>
</tr>
<tr>
<td>Missing Data</td>
<td>8%</td>
<td>--</td>
</tr>
<tr>
<td>Other (Initial requirements were vague)</td>
<td>16%</td>
<td>6%</td>
</tr>
</tbody>
</table>

Table 3.19: Reasons for discrepancies between estimated effort and bid proposal

3.6.2 Estimation methodology used

Due to department polices and regulations, 75% of departments conducted software effort estimation prior to the project being awarded (see Table 3.20).

<table>
<thead>
<tr>
<th>Stage of project effort estimation occurs</th>
<th>Abu Dhabi</th>
<th>Dubai</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prior to project award</td>
<td>76%</td>
<td>75%</td>
</tr>
<tr>
<td>After the Bids review and approvals</td>
<td>24%</td>
<td>25%</td>
</tr>
</tbody>
</table>

Table 3.20: The stage at which the effort estimation occurred during the project

Table 3.21 shows the re-estimate of effort performed during development; 36% of departments conducted effort re-estimation.

<table>
<thead>
<tr>
<th>Were any re-estimates of effort performed during development</th>
<th>Abu Dhabi</th>
<th>Dubai</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>82%</td>
<td>36%</td>
</tr>
<tr>
<td>No</td>
<td>18%</td>
<td>64%</td>
</tr>
</tbody>
</table>

Table 3.21: Re-estimates of effort occurs

Table 3.22 highlights the reasons behind the cost re-estimation. If departments used cost estimation models, the need to perform cost re-estimation would be reduced.
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Reasons for cost re-estimation

<table>
<thead>
<tr>
<th>Reason</th>
<th>Abu Dhabi</th>
<th>Dubai</th>
</tr>
</thead>
<tbody>
<tr>
<td>Informal re-estimates performed during development.</td>
<td>8%</td>
<td>13%</td>
</tr>
<tr>
<td>Formal re-estimates performed at pre-defined milestones/targets.</td>
<td>38%</td>
<td>6%</td>
</tr>
<tr>
<td>An amendment changed the system being built and a re-estimate required.</td>
<td>36%</td>
<td>4%</td>
</tr>
<tr>
<td>Variation order – Job/scope</td>
<td></td>
<td>13%</td>
</tr>
<tr>
<td>Re-estimation was not performed</td>
<td>18%</td>
<td>64%</td>
</tr>
</tbody>
</table>

Table 3.22: Cost re-estimates reasons

Table 3.23 shows the parameters that were included in the estimation process.

<table>
<thead>
<tr>
<th>Responses</th>
<th>Abu Dhabi</th>
<th>Dubai</th>
</tr>
</thead>
<tbody>
<tr>
<td>Software</td>
<td>18%</td>
<td>16%</td>
</tr>
<tr>
<td>Hardware</td>
<td>19%</td>
<td>11%</td>
</tr>
<tr>
<td>Number of delivered units</td>
<td>9%</td>
<td>11%</td>
</tr>
<tr>
<td>Testing</td>
<td>12%</td>
<td>17%</td>
</tr>
<tr>
<td>Integration</td>
<td>14%</td>
<td>17%</td>
</tr>
<tr>
<td>Documentation</td>
<td>12%</td>
<td>17%</td>
</tr>
<tr>
<td>Training</td>
<td>14%</td>
<td>11%</td>
</tr>
<tr>
<td>Other</td>
<td>2%</td>
<td>--</td>
</tr>
</tbody>
</table>

Table 3.23: The items were included in the estimation

Table 3.24 shows the reasons for re-estimation. Responses were quite clear and indicated that budgetary approval, internal person-power requirement planning to gain client requirements and resource project planning are given similar attention. As indicated previously, both government departments in Abu Dhabi and Dubai are following the same federal rules and regulations and that is why the results are almost the same.

<table>
<thead>
<tr>
<th>Purpose for which the effort estimate was done</th>
<th>Abu Dhabi</th>
<th>Dubai</th>
</tr>
</thead>
<tbody>
<tr>
<td>Budgetary approval</td>
<td>36%</td>
<td>33%</td>
</tr>
<tr>
<td>Internal person-power requirement</td>
<td>29%</td>
<td>20%</td>
</tr>
<tr>
<td>Gain client requirement/automate the business process-re-engineering it/client change scope</td>
<td>21%</td>
<td>27%</td>
</tr>
<tr>
<td>Planning and project resource/allocation/upgrades</td>
<td>14%</td>
<td>20%</td>
</tr>
</tbody>
</table>

Table 3.24: Purpose of re-estimation

Table 3.25 shows that a large proportion of the IT team were involved in the (informal) estimation process.
As shown in Table 3.26, the project manager, technical advisors and a large proportion of the IT team were involved in the (informal) estimation. It was noted that none of the technical teams or project managers involved in cost estimation have been trained in cost estimation. However, most of them appreciate the importance of using a well-established model for software cost estimation.

The interviewees highlighted the lack of proper training and awareness about cost estimation approaches. Hence it is strongly recommended that government employees who are involved in software cost estimation should attend formal training on cost estimation. In addition to that, a model should be built to enable project managers and technical employees to estimate the cost effort for software development projects. These conclusions result from both interview discussions and the questionnaires completed.

The interviewees indicated that proper planning is the most practical way to improve software estimation and that formal training on effort estimation is
critically important. Other interviewees indicated that management commitment and historical analysis are important for cost estimation (see Table 3.27).

<table>
<thead>
<tr>
<th>Recommendations to improve software estimation</th>
<th>Abu Dhabi</th>
<th>Dubai</th>
</tr>
</thead>
<tbody>
<tr>
<td>Past experience of people involved</td>
<td>31%</td>
<td>13%</td>
</tr>
<tr>
<td>Management commitments and skills</td>
<td>23%</td>
<td>17%</td>
</tr>
<tr>
<td>Historical analysis of previous conducted projects</td>
<td>12%</td>
<td>13%</td>
</tr>
<tr>
<td>Proper planning</td>
<td>15%</td>
<td>31%</td>
</tr>
<tr>
<td>Formal training about effort estimation</td>
<td>19%</td>
<td>26%</td>
</tr>
</tbody>
</table>

Table 3.27: Recommendations to improve estimation

Despite the fact that 80% of the people involved in the cost estimation process had previous experience, (as shown in Table 3.28) there were still major discrepancies between estimations and actual efforts.

<table>
<thead>
<tr>
<th>Previous experience in software effort estimation</th>
<th>Abu Dhabi</th>
<th>Dubai</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>75%</td>
<td>80%</td>
</tr>
<tr>
<td>No</td>
<td>25%</td>
<td>20%</td>
</tr>
</tbody>
</table>

Table 3.28: Experience in effort estimation

In addition to the above, it was noted that person-months and budget are among the most preferred parameters to determine the size of software projects. After that, functionality was the third highest preferred method (see Table 3.29).

<table>
<thead>
<tr>
<th>Items organisation considered to determine projects size</th>
<th>Abu Dhabi</th>
<th>Dubai</th>
</tr>
</thead>
<tbody>
<tr>
<td>Person-months</td>
<td>36%</td>
<td>22%</td>
</tr>
<tr>
<td>Budget</td>
<td>24%</td>
<td>21%</td>
</tr>
<tr>
<td>Functionality</td>
<td>11%</td>
<td>15%</td>
</tr>
<tr>
<td>Lines of code (LOC)</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Function Points</td>
<td>3%</td>
<td>6%</td>
</tr>
<tr>
<td>Feature Points</td>
<td>--</td>
<td>9%</td>
</tr>
<tr>
<td>Number of bubbles on a data flow diagram (DFD)</td>
<td>5%</td>
<td>3%</td>
</tr>
<tr>
<td>Number of entities on entity relationship diagram (ERD)</td>
<td>8%</td>
<td>9%</td>
</tr>
<tr>
<td>Count of process / control boxes on a structure chart</td>
<td>5%</td>
<td>6%</td>
</tr>
<tr>
<td>Amount of documentation</td>
<td>3%</td>
<td>3%</td>
</tr>
<tr>
<td>Number of objects, attributes and services on an object diagram</td>
<td>5%</td>
<td>6%</td>
</tr>
</tbody>
</table>

Table 3.29: The variables that play a major role in defining the project size
A framework for measuring the size of projects is shown in Table 3.30. The framework was developed by the author after completing a process whereby the recipients themselves were required to identify which items were important for project size. Then the recipients were asked to evaluate each item. The first part of the process (essential item identification) took the form of a Yes/No answer to 12 items which have been identified as important (Futrell, Shafer, and Shafer, 2002). As well as identifying the essential items, the recipients were asked to relate the relative importance of each item to particular project size (e.g. a large project may impact on the organisation in terms of resources such as person-power to a greater extent than a small project).
<table>
<thead>
<tr>
<th>Category/Item</th>
<th>Department in Abu Dhabi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measure the size of your projects</td>
<td>Org 1</td>
</tr>
<tr>
<td>Person Months</td>
<td>Experience (Years)</td>
</tr>
<tr>
<td>Duration (Months)</td>
<td>10(M)</td>
</tr>
<tr>
<td>Budget</td>
<td>L</td>
</tr>
<tr>
<td>Functionality</td>
<td>L</td>
</tr>
<tr>
<td>Lines of Code (LOC)</td>
<td></td>
</tr>
<tr>
<td>Function Points (System Requirements)</td>
<td>M(100)</td>
</tr>
<tr>
<td>Feature Points (User Requirements)</td>
<td>M(100)</td>
</tr>
<tr>
<td>Number of bubbles (details) on a data flow diagram (DFD / DLM)</td>
<td>L(20)</td>
</tr>
<tr>
<td>Number of entities on entity relationship diagram (ERD)</td>
<td>L(20)</td>
</tr>
<tr>
<td>Count of public / control block on a structure chart</td>
<td>L(20)</td>
</tr>
<tr>
<td>Amount of documentation</td>
<td>M(5)</td>
</tr>
<tr>
<td>Number of objects (classes), attributes and services (methods) on an object diagram</td>
<td>M(15)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Category/Item</th>
<th>Department in Abu Dhabi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measure the size of your projects</td>
<td>Org 1</td>
</tr>
<tr>
<td>Person Months</td>
<td>Experience (Years)</td>
</tr>
<tr>
<td>Duration (Months)</td>
<td>10(M)</td>
</tr>
<tr>
<td>Budget</td>
<td>L</td>
</tr>
<tr>
<td>Functionality</td>
<td>F</td>
</tr>
<tr>
<td>Lines of Code (LOC)</td>
<td></td>
</tr>
<tr>
<td>Function Points (System Requirements)</td>
<td>M(30)</td>
</tr>
<tr>
<td>Feature Points (User Requirements)</td>
<td>F(30)</td>
</tr>
<tr>
<td>Number of bubbles (details) on a data flow diagram (DFD / DLM)</td>
<td>(L ≥ 10)</td>
</tr>
<tr>
<td>Number of entities on entity relationship diagram (ERD)</td>
<td>M(10)</td>
</tr>
<tr>
<td>Count of public / control block on a structure chart</td>
<td>V(20)</td>
</tr>
<tr>
<td>Amount of documentation</td>
<td>V(30)</td>
</tr>
<tr>
<td>Number of objects (classes), attributes and services (methods) on an object diagram</td>
<td>V(300)</td>
</tr>
</tbody>
</table>

Table 3.30: A framework for measuring size of projects
3.6.3 Conclusions of Survey 1

The survey indicated that there was no proper model used in the UAE for software cost estimation, which resulted in failures of most of the application development projects. The study recommended that a software cost estimation model should be constructed. The first step towards creating this model was determined. It was believed that identifying the parameters to determine the project size plays a big role in deriving the effort cost estimation model. It was noted that three variables were used in most government departments when determining the project size and these may be used in the method. The variables are person-power (person-days), budget and functionality. This, in turn, might help in determining the appropriate parameters for defining the applicable cost estimation model. It is apparent from the results that there is no clear definition of larger (versus smaller) project size.

Survey 1 has clearly shown that there are discrepancies between the estimated budget for software development projects and the actual budget. It is possible that this difference is due to the lack of an adequate cost estimation model, the absence of proper training, and the lack of experience gained from previous projects. Therefore, building a national database of previous projects, as well as defining a model that takes into account the project size and the skills involved, will all contribute considerably towards improving software effort estimation.

The main objective of Survey 1 was to analyse the key findings in the previously conducted studies of government departments in the UAE about the software cost estimation efforts. It also summarised and compared the most advanced
techniques that are used, as well as determining the parameters that play a role in identifying the size of projects.

The software project data in IT departments were selected to determine the variables that play a major role in defining project size and type of application. In order to determine the approaches that government departments followed in estimating software development effort, the author started the study by inquiring about the approaches that the departments selected for developing their applications.

Various types of applications were examined. In addition, an investigation was carried out to examine whether most of these efforts were expended to develop fully functional software from scratch or to customise ready-made software, or for minor or major system upgrades.

The relationship between government departments and software vendors was also studied carefully. The main objective was to find out how much time government departments spend on software development. It was concluded that none of the software development estimation approaches used are accurate, and that all the projects studied were over budget.

In an effort to understand the strengths and weaknesses of the software development cost estimation approaches adopted, the author spent a considerable amount of time collecting data related to how the cost estimation process was conducted, in which phase it had been carried out and which skills had been utilised to carry out the process. In addition to the above, the main
reasons behind the discrepancy between the estimated and actual effort were investigated.

3.7 Survey 2

The aim of Survey 2 was to determine the strategies that government departments use for managing software development. It also aimed to define the parameters that play a major role in defining project size. In an effort to determine a new, improved, cost estimation model, several parameters are proposed as a result. These parameters have not been considered in previous studies. The identified parameters have been categorised into seven groups; Organisation Type, Application Type, Organisation’s Line of Business, Organisation Culture, Project Leadership, Project Technical Environment and Year of Project Completion.

Diverse readings on the importance of cultural and leadership characteristics were consulted including major anthropological encyclopaedias (Seymour-Smith, 1992).

The population of the UAE includes people from various ethnic groups and nationalities who work together in different fields and at different levels. The researcher’s interaction with individuals from such backgrounds enhanced the understanding of the cultural environment. Moreover, invaluable advice was received from faculty working in different fields of social sciences and their input was considered in creating the survey. Finally, this project benefited a great deal from discussions and interactions from project managers working in the country.
Figure 3.1 shows the ratio of the respondents who completed the survey. As indicated (see Figure 3.1), 90% is the overall response rate from UAE organisations.

The departments completed most of the questions for the survey. The only data that was found difficult to capture was the number of business users and clients. The results showed that 75% of the questionnaires was completed. Few organisations felt that cost and effort were sensitive information which could not be divulged.

3.7.1 Organisation Type

The size of the organisation is based on the total number of employees. The organisations ranged in size from small to large-scale. Small scale organisations were defined as having between 40 and 200 employees, while large organisations had between 1200 and 16000 employees. Most organisations were either small or large, with a smaller number of medium-sized organisations (see Table 3.31).
The survey defined seven categories of ‘Line of Business’ (LoB). The majority of IT users were from government services departments and from the oil and gas sector (see Table 3.32).

<table>
<thead>
<tr>
<th>Line of Business (LoB)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical</td>
<td>2%</td>
</tr>
<tr>
<td>Governmental Services</td>
<td>41%</td>
</tr>
<tr>
<td>Telecommunications</td>
<td>2%</td>
</tr>
<tr>
<td>Public Services</td>
<td>10%</td>
</tr>
<tr>
<td>Tourism Services</td>
<td>5%</td>
</tr>
<tr>
<td>Education</td>
<td>2%</td>
</tr>
<tr>
<td>Oil &amp; Gas or Energy</td>
<td>32%</td>
</tr>
<tr>
<td>Other</td>
<td>5%</td>
</tr>
</tbody>
</table>

Table 3.32: The ratio of projects in the LoB

The survey defined two application types (core and support). It was observed that 54% of the applications were core systems, and 46% of software development were support systems (see Table 3.33).

<table>
<thead>
<tr>
<th>Application Type</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Core</td>
<td>54%</td>
</tr>
<tr>
<td>Support</td>
<td>46%</td>
</tr>
</tbody>
</table>

Table 3.33: The application type for projects within the organisations

Organisation type was defined as being one of three groups. 39% of the Organisations were ‘Project Oriented’, while 51% were ‘Matrix structured’, and 10% were ‘Functional’ (see Table 3.34).

<table>
<thead>
<tr>
<th>Organisation Type</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Project Oriented</td>
<td>39%</td>
</tr>
<tr>
<td>Matrix</td>
<td>51%</td>
</tr>
<tr>
<td>Functional</td>
<td>10%</td>
</tr>
</tbody>
</table>

Table 3.34: Organisational types
3.7.2 Application Type

Application architecture had three categories: Stand alone, Two Tier, and Three Tier. Different projects use different application architectures. It was noted 61% had a Two Tier application architecture (see Table 3.35).

<table>
<thead>
<tr>
<th>Architecture Type</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Stand alone</td>
<td>7%</td>
</tr>
<tr>
<td>Two Tier</td>
<td>61%</td>
</tr>
<tr>
<td>Three Tier</td>
<td>32%</td>
</tr>
</tbody>
</table>

Table 3.35: Application architecture

It was noted that more than 30% of the departments interviewed have average monthly transactions between 1,000 and 5,000, whereas, 24% have less than 1,000 transactions per month (see Table 3.36). A transaction is an action which reads and transforms the values of records and devices. A collection of actions which comprise a consistent transformation of the state may be grouped to form a transaction (Gray, 1981).

<table>
<thead>
<tr>
<th>Number of Transactions (per month)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 1,000</td>
</tr>
<tr>
<td>1,000 - 5,000</td>
</tr>
<tr>
<td>5,000 - 10,000</td>
</tr>
<tr>
<td>&gt; 10,000</td>
</tr>
<tr>
<td>N/A (no records)</td>
</tr>
</tbody>
</table>

Table 3.36: Monthly transactions for organisations

It was shown that projects of 6 to 12 months duration were 39%, whereas 24% of projects had a duration of less than 6 months (see Table 3.37).

<table>
<thead>
<tr>
<th>Projects Duration (in months)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 6</td>
</tr>
<tr>
<td>6 - 12</td>
</tr>
<tr>
<td>12 - 24</td>
</tr>
<tr>
<td>24 - 36</td>
</tr>
<tr>
<td>&gt; 36</td>
</tr>
</tbody>
</table>

Table 3.37: Duration of projects
Oracle (58%) and Microsoft (32%) were the main database tools used (see Table 3.38).

<table>
<thead>
<tr>
<th>Database Management System (DBMS)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MS Database</td>
<td>32%</td>
</tr>
<tr>
<td>Oracle DB</td>
<td>58%</td>
</tr>
<tr>
<td>IBM Database</td>
<td>10%</td>
</tr>
</tbody>
</table>

Table 3.38: Database Management Systems (DBMS)

Most of the departments surveyed used Oracle (42%) or Microsoft (34%) tools (see Table 3.39).

<table>
<thead>
<tr>
<th>Software Tools</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Microsoft tools</td>
<td>34%</td>
</tr>
<tr>
<td>Oracle tools</td>
<td>42%</td>
</tr>
<tr>
<td>Sun Microsystems tools</td>
<td>17%</td>
</tr>
<tr>
<td>IBM tools</td>
<td>2%</td>
</tr>
<tr>
<td>Other tools</td>
<td>5%</td>
</tr>
</tbody>
</table>

Table 3.39: Software tools

The most common Operating Systems used were Windows (61%) and Linux (12%) (see Table 3.40).

<table>
<thead>
<tr>
<th>Operating Systems (OS)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Windows</td>
<td>61%</td>
</tr>
<tr>
<td>Unix</td>
<td>7%</td>
</tr>
<tr>
<td>Linux Redhat</td>
<td>12%</td>
</tr>
<tr>
<td>Sun Solaris</td>
<td>10%</td>
</tr>
<tr>
<td>QNX, Linux, Win</td>
<td>10%</td>
</tr>
</tbody>
</table>

Table 3.40: Operating systems

### 3.7.3 Skill Sets

The skills of the team members were included to determine similarities within the organisation's culture. Various skill sets were examined in an effort to determine project similarity. Skill types were evenly distributed across all sectors, but Web developers predominated at 26% (see Table 3.41). Skill sets and levels give a picture of the total staffing, cumulative costs and relative risks. These parameters were not analysed thoroughly since it was found the impact of leadership and culture were stronger.
As regards staffing levels, it was found that most projects employed 5-10 people (see Table 3.42).

<table>
<thead>
<tr>
<th>Total team size</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 5</td>
<td>19.5%</td>
</tr>
<tr>
<td>5 - 10</td>
<td>56.1%</td>
</tr>
<tr>
<td>11 - 20</td>
<td>19.5%</td>
</tr>
<tr>
<td>21 - 30</td>
<td>4.9%</td>
</tr>
</tbody>
</table>

Table 3.42: Number of the team members

### 3.7.4 Application Complexity

One of the major issues in software cost estimation is the estimation of the size of a software development. General parameters have been considered when determining the cost of software development and when identifying similarity among projects. It was noted that the application's complexity was not often measured. Source lines of code (SLOC), Objects, Data Flow Diagrams (DFD) and Unified Modeling Language (UML) were not often used by organisations. Most projects used an Entity-Relationship Diagram (ERD), Forms and Reports (see Table 3.43).

<table>
<thead>
<tr>
<th>Application Complexity (Entities)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Line of Code (LOC)</td>
<td>9%</td>
</tr>
<tr>
<td>Process</td>
<td>16%</td>
</tr>
<tr>
<td>Objects / Classes Diagrams</td>
<td>7%</td>
</tr>
<tr>
<td>Tables/Entities</td>
<td>24%</td>
</tr>
<tr>
<td>Number of bubbles (DFD / UML)</td>
<td>3%</td>
</tr>
<tr>
<td>Reports / Forms:</td>
<td>29%</td>
</tr>
<tr>
<td>Function Points (FPs)</td>
<td>12%</td>
</tr>
</tbody>
</table>

Table 3.43: Measurement of application complexity
Table 3.44 identified the actual cost of IT projects. It was noticed 17% of projects cost over US $1 million. Some of the costs were not available for commercial confidentiality reasons.

<table>
<thead>
<tr>
<th>Actual Cost in USD</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt; 5.4 M</td>
<td>2%</td>
</tr>
<tr>
<td>1.37 M - 5.4 M</td>
<td>12%</td>
</tr>
<tr>
<td>556 K - 1.36 M</td>
<td>7%</td>
</tr>
<tr>
<td>146 K - 550 K</td>
<td>15%</td>
</tr>
<tr>
<td>60K - 145 K</td>
<td>17%</td>
</tr>
<tr>
<td>&lt; 60K</td>
<td>10%</td>
</tr>
<tr>
<td>N/A (no records)</td>
<td>37%</td>
</tr>
</tbody>
</table>

Table 3.44: Real cost of projects (in USD)

Table 3.45 shows that 90 to 470 person-days represents 59% of the actual effort.

<table>
<thead>
<tr>
<th>Actual Effort</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;1420</td>
<td>2%</td>
</tr>
<tr>
<td>1181-1420</td>
<td>10%</td>
</tr>
<tr>
<td>950 - 1180</td>
<td>5%</td>
</tr>
<tr>
<td>711- 949</td>
<td>7%</td>
</tr>
<tr>
<td>471 - 710</td>
<td>12%</td>
</tr>
<tr>
<td>240 - 470</td>
<td>32%</td>
</tr>
<tr>
<td>90 - 239</td>
<td>27%</td>
</tr>
<tr>
<td>N/A (no records)</td>
<td>5%</td>
</tr>
</tbody>
</table>

Table 3.45: Actual effort (person-days)

### 3.7.5 Culture and Leadership Characteristics

Leadership data was processed and presented as follows. The six characteristic attributes identified in Chapter 2 were:

- Interaction and relationship with team members
- Leadership decision-making
- Communication skills
- Ability to understand the project and organisation’s culture
- Active thinking
- Ability to motivate team members
Each characteristic was divided into 4 further sub-items that were rated 1 to 9 by the respondent. Then for each of the six main characteristics the average of the sub-items rating was calculated. The leadership characteristics part of the questionnaire is shown in Appendix C.

Project team culture characteristics were similarly assessed, as shown in Appendix C. The main cultural characteristics as identified in Chapter 2 were:

- Timeliness - attitude toward time
- Collaboration
- Job stability
- Intercultural intelligence
- Team experience
- Communication
- Reward mechanism

The results are shown in Table 3.46.

<table>
<thead>
<tr>
<th>Cultural Characteristics</th>
<th>Average of Respondents Rating (1-9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timely - attitude toward time</td>
<td>6.7</td>
</tr>
<tr>
<td>Collaboration - team relationship/impersonal relations</td>
<td>7.0</td>
</tr>
<tr>
<td>Job stability – reflection of loyalty</td>
<td>6.8</td>
</tr>
<tr>
<td>Intercultural intelligence</td>
<td>7.1</td>
</tr>
<tr>
<td>Team experience</td>
<td>6.6</td>
</tr>
<tr>
<td>Communications</td>
<td>7.2</td>
</tr>
<tr>
<td>Reward mechanism</td>
<td>6.5</td>
</tr>
<tr>
<td>Cultural average</td>
<td>6.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Leadership Characteristics</th>
<th>Average of Respondents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interaction and relationship with team members</td>
<td>7.0</td>
</tr>
<tr>
<td>Decision-making</td>
<td>6.9</td>
</tr>
<tr>
<td>Communication skills</td>
<td>7.2</td>
</tr>
<tr>
<td>Understanding of the project and organisation’s culture</td>
<td>6.7</td>
</tr>
<tr>
<td>Active thinking</td>
<td>7.3</td>
</tr>
<tr>
<td>Ability to motivate team members</td>
<td>6.5</td>
</tr>
<tr>
<td>Leadership average</td>
<td>6.9</td>
</tr>
</tbody>
</table>

Table 3.46: Culture and Leadership characteristics
It is apparent that the recipients recognised that leadership and culture are important, because the average result was approximately 7. Indeed, it can be shown that there are strong correlations between leadership and cultural characteristics (see Chapter 4 for further detail).

3.7.6 Conclusion from Survey 2

As with the previous research (Hamdan et al., 2005), it is again recommended that a national database should be built. It should store historical data and lessons learned from previous government projects. This database would be of great help, as many of the software development projects in government departments are similar.

Despite the unique and distinguished leadership styles used in managing software development projects, the lack of historical data and models has impacted negatively upon the effort estimation process. The creation of a well-defined model that takes into account the size and the skills involved in a project and the flexibility of the rules and regulation, will help considerably in improving software effort estimation.

Most government departments used expert judgement based on previous experience as a tool for software cost estimation and there was no well-defined cost estimation model being followed. In addition, the estimation process happens once a year during the budgeting process, and IT management tends to inflate the number to be on the safe side. The software vendors, such as Microsoft, IBM, Oracle, etc., also use expert judgement in close co-operation
with the software companies. The results from Survey 2 also highlighted the importance of leadership and culture in determining the cost estimation.

3.8 Summary

This chapter has described the survey development and data collection and analysis. A staged approach, in three phases was used, to finalise and consolidate the survey in order to include the role of leadership and culture in cost estimation.

The research so far has identified that there is no single formal estimation method or model in use for software cost estimation. From questionnaires completed by the various organisations in the UAE, it appears that failures and over-runs in most of the application development projects can be attributed to the lack of an estimation model. Therefore, it is recommended that a common software cost estimation model, which takes into account the culture of the countries, should be constructed for the UAE and the Gulf States (Hamdan, et al., 2005).

The parameters that determine the project size are person-power (person-days), budget and functionality. It is apparent from the results that there is no clear definition of large or small project size. Therefore, uniform interpretations of the semantics of a software project's size attributes are necessary to provide a guide to the activities by setting definitions for each attribute.
Various researchers have developed models for estimating software development effort (Shepperd and Schofield, 1997). Few have considered or focused on managerial issues (Boehm, 1981) and organisational culture and the leadership characteristics of project managers has not been assessed. This thesis investigates the hypothesis that organisational culture and project leadership play significant roles in determining the effort required for software development projects. In order to determine and validate the hypothesis, a survey of software development projects within government departments in the Gulf States has been undertaken, and the impact of organisational culture and leadership on software effort estimation determined.
CHAPTER 4

Software Project Measurement

4.1 INTRODUCTION

The domain of software project measurement is complex. The lack of a uniform measurement protocol exacerbates this complexity (Myrtveit et al., 2005). There is a need to develop techniques to describe and register knowledge of project resources. Here, it is proposed that the use of ontologies will help in obtaining a common understanding in measurement protocol.

In this chapter, a framework for software project measurement is presented. This framework is used to measure the attributes highlighted in Chapter 3 and to assist in the statistical analysis developed in Appendix D. The idea behind this framework is to present a set of guidelines which capture the definitions and relationships for each attribute used in measuring cultural and leadership factors, to ensure that different data are analysed accurately. These attributes are included in the ontology system and Profile Theory. Ontology and Profile Theory provide ways of interpreting the factors. Thus the same measure can mean different things to people from different cultures, even when the same factors are being considered, resulting in misunderstandings and conflicts. The use of an ontology or Profile Theory is intended to address these issues.

The rest of the chapter is organised as follows. Section 4.2 describes the ontology-based framework. Section 4.3 presents the software effort estimation
ontology system and objectives. Section 4.4 gives an overview of the profile theory approach as a basis for a general theory to assess leadership capabilities and compatibility. Section 4.5 and 4.6 provide selections of measurement techniques that are assigned to attributes and entities to avoid measurement problems. Section 4.7 identifies units, scales and values to measure attributes. Section 4.8 provides a summary of the chapter.

Before elaborating on the cost estimation model, it is essential to identify the major parameters. A survey (described in Chapter 3) was used to measure the perceived impact of the culture and leadership factors on software development projects. These characteristics were reviewed to ensure that a comprehensive list of measures was included in the cost estimation model.

Software cost estimation is an essential activity throughout the software life cycle. Cost estimation may be performed before the project initiation, during software development, or after the project is complete. After completion of the project, actual values are compared with the estimates to determine the accuracy of the estimation. Good estimates are useful for project productivity assessment, for initial validation, for monitoring the project’s progress and for deciding whether the project ought to proceed. Inherent difficulties, such as accuracy of estimates, data availability, number of parameters being measured, all complicate the choice of sound assumptions. Moreover, there is a lack of a consistent interpretation of project attributes within an organisation and across organisations. Thus, improving project cost estimation is a necessary endeavour in software development and one which encompasses two major fronts: modelling and measurement.
There has been a continuous search for better tools to aid project managers in the measurement process (Fenton and Pfleeger, 1997; Kitchenham et al., 1999; Briand et al., 1999). Apart from effective measurement tools, protocols are also necessary. A measurement protocol is a formal description of how an attribute is measured. Attributes and measurements should be defined unambiguously. Without proper definitions and clear guidelines, it is difficult to derive meaningful comparisons or to ensure repeatability of measurements (Kitchenham et al., 1995). Moreover, any measurement methodology that is proposed must take into account the fact that project managers are unlikely to apply techniques that are difficult to understand.

Jørgensen and Shepperd (2007) identified over 300 papers on software cost estimation. These deal mostly with uncertainty assessments and code complexity. However, cultural and leadership aspects were not addressed explicitly. Boehm (1981) and Krishnan (1998) discussed ways to improve cost models and project management (i.e., capability of a software team) and argued that these are the most significant factors in determining cost or quality in a software product. Many attempts have also been made to identify the effect of individual differences in software developers (Krishnan, 1998), but these neglect leadership and cultural issues.

Another major challenge is deciding how data items can be categorised and mapped to an appropriate form that can be used in a cost estimation model. Techniques such as ontologies (Gruber, 1993), System Dynamics (Forrester, 1968; Abdel-Hamid and Madnick, 1991), and Profile Theory (Plekhanova, 2000) have all been applied to overcome this problem. In the following sections, an
assessment of ontologies and profile theory is elaborated to determine how to adapt them within the proposed model.

### 4.2 Ontology-Based Frameworks

Gruber (Gruber, 1993) defines ontology as a means of formally specifying a common understanding of a domain of interest in terms of concepts, relationships or axioms. This definition gives an explicit representation of knowledge and shared conceptualisation of a domain that is commonly agreed to by all parties (e.g. for constructing detailed explanations for users). Ontologies give frameworks to problems that are not obvious by identifying profiles of attributes and their relationships. Research on ontologies has become increasingly important across a wide range of sciences. Ontologies have been used in many domains (Sheth and Lytras, 2007) with application in fields such as e-commerce, information retrieval, artificial intelligence, software engineering, and biomedical informatics.

Bergmann and Schaaf (2003) identify the use of ontologies as complementary to CBR. The vocabularies (variables) used in the two approaches are basically similar. They both use:

- formal modelling for restricting the possible interpretations of knowledge items (e.g. documents, processes),
- semantic-based access to knowledge items, and
- similar representational paradigms.

Both approaches require some formalisation in advance to represent knowledge and use a frame-like representation to record knowledge. Ontologies are richer
in terms of the structural modelling primitives and can be used to display aspects of the domain in terms of concepts and properties as well as to show how these are related to each other. They typically use logic-based inferencing techniques such as frame-logic (f-logic) or description logic (which is related to first-order logic) to reason about these structures with their consequent benefits and limitations. These can be used to generate deductions or to infer facts not explicitly presented. CBR also uses a frame-based paradigm but then typically carries out similar computations to relate a new case to existing cases in the knowledge base. Typically, CBR approaches are less rich in their modelling primitives and use different techniques to liken new knowledge to existing knowledge, usually with the purpose of identifying existing solutions that can be applied to new problems. They are, however, more flexible in being able to relate items on a continuous scale rather than on a discrete scale. Ontologies (utility-based reasoning) normally require further processing. CBR retrieval can produce results, even in the case where no close matches exist (Myrtveit et al., 2005).

Ontologies can help in classifying new information such as a completed profile in terms of historic profiles already in the knowledge base. CBR can operate across multiple case bases, while ontologies can operate across multiple repositories using a single ontology or a family of ontologies. However, problems can arise when different representations are used in different locations, leading to potentially ambiguous interpretations. This can be avoided if standardised or shared representation languages are used (Bergmann and Schaaf, 2003).
Despite their differences, ontologies and CBR are to a point complementary. The more expressive representational framework of ontologies can be used to create richer domain models. These models are separate from the reasoning that may be performed on them. The traditional frame-logic, description logics, or CBR techniques such as similarity calculations and utility-based reasoning can be used to derive conclusions from the knowledge base or perform modifications on it.

An ontology can be developed to support a consistent measurement strategy. Sometimes two systems use the same terms, but mean different or contradictory things. As a result, when several people are asked to define the size of a project or the necessary skills for a particular task, or how long it takes to make a decision about a certain issue, they will often give widely differing answers. Ontologies can be derived to help highlight these differences and can be viewed as foundational and as structured as a dictionary. In this work, an ontology to support IT project cost estimation is needed to provide consistent measurement practices. This ontology would establish a common measurement protocol and provide a uniform interpretation of project parameters and their semantics.

4.3 Software Effort Estimation Ontology System (SEEOS)

An ontology defines the semantics of the project parameters and the relationships between them; it establishes shared concepts between different projects. Despite the usefulness of existing cost estimation methods, the lack of a shared ontology to guide the cost estimation protocols promotes inconsistencies in efforts and results. To address this issue, an ‘ontology of
software development’ has been developed by the author in order to categorise
the semantics of software development according to project factors. The uniform
interpretation of these semantics provides a sound basis for guiding the
application manager’s activities by using a set of definitions for each attribute. It
enables project managers to access a software project’s features more
accurately and consistently. Figure 4.1 shows the developed ontology. Following
considerable consultation and interviewing, this ontology passed rigorous
validation by numerous IT leaders in the industry and sociologists in academia.
This would help in typology consensus agreement over main terms and concept
definitions used in sociological perspectives.

With each project type, this ontology associates an organisation’s line of
business as a child. Each SEEOS node is associated with a set of entities and
attributes associated with parameters and values. For example, the
organisation’s line of business values are medical, government services,
telecommunications, tourism services, public services, education, and oil-gas. A
system is categorised as either a support system or a core system. For
example, each system has an IT budget that covers services, hardware/software
cost, effort and training. The ontology classifies a junior as someone who has
more than one year of experience but less than five years. A senior is identified
as someone who has more than five years of experience but less than ten
years. A principal is someone who has more than ten years of experience.
Training is online and onsite. The service/support is classified as platinum, gold
and silver.
The computed ontology covers programming languages and project size (see Figure 4.1). These two nodes are elaborated in Figure 4.2 and Figure 4.3 respectively. The obtained ontology includes organisational type, project
leadership and project team culture characteristics. Culture is identified as cost of living, job stability and security, geographical region, inflation rates and project team culture. The ontology classifies living expenses as high, medium or low gross domestic product (GDP) per capita. Job stability is either full or part-time. The languages ontology associates each language to second, third, or fourth generation (see Figure 4.2).

![Figure 4.2: Programming languages ontology](image)

The project size ontology (see Figure 4.3) measures six different values. This shows the ontology of different project sizes in terms of function points, source lines of code (SLOC), data flow diagrams (DFD) or unified modelling languages (UML), entity relationship diagrams (ERD), classes or objects and processes and structure charts. The function points computed by unadjusted function points (UFP) and value adjust function points (VAF = 0.65 + ((sum of all General
System Characteristics (GSC) factors) / 100). The values of the corresponding project size are specified as simple, medium or large.
The culture ontology is shown in Figure 4.4.

- Timeliness refers to attitudes towards time. This means the ability to manage time and available resources effectively in a way that does not detract from regular schedules.

- Collaboration measures the work balance between personal and professional roles. Success depends on the whole team.

- Job stability includes job security and refers to the importance of the working relationship between the leader and team members and the mutual trust, respect and cooperation that this requires.

- Intercultural intelligence refers to the ability to understand other cultures' world views and also implies an understanding of interpersonal relations, which involves the consideration of other people's feelings, values and goals.

- Rewards refers to the giving of rewards and offer of incentives by the leader who thus encourages and supports the team's professional development and achievements.

- Communications means that the leader supports the open exchange of ideas and encourages team members to become leaders themselves by using their own decision-making capabilities in project development.

- Team experience refers to the relevant skills and knowledge that team members possess with regard to particular projects.
Figure 4.4: Culture ontology
The leadership ontology categorises several attributes (see Figure 4.5).

- Interaction behaviour and relationships with team members means that the leader creates learning experiences, appreciates completed work and treats team members with respect.

- Decision-making in leadership means, optimally, that the leader makes the right decisions in a timely fashion and consults with the team about the organisation's direction.

- The ability to motivate means that the leader shares goals and gives appropriate instructions, support and encouragement to team members.

- The ability to understand project leadership and the organisation's culture means that the leader is able to understand and manage multicultural teams. Leaders and teams need to recognise that all team members are equal and that they all belong in the organisation.

- Active thinking means that the leader enhances team contributions and sets feasible targets.

- Communication skills means that the leader communicates with team members effectively and vice versa. Some of these skills include being active participants by listening to others attentively and giving appropriate and positive feedback.
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Peys personal attention to teams needs, and treat team members with respect. Takes responsibilities in the face of challenges. Follows objectives with passion and encourage others. Has ability to help others overcome work stress in various situations.

Leads effective meetings with a focus on decision-making process. Consults with the teams on decision making. Makes decisions with freedom and creativity within reasonable boundaries. Empowers others to fulfill requirements.

Has ability to motivate team members to fulfill goals / meets targets. Shares goals and visions. Provides the appropriate levels of direction to others. Uses rewards and encouragement to achieve desired results.

Understands and actively work to enhance cultural understanding and respect among others. Has ability to effectively articulate the mission (or vision) with clarity and respect. Demonstrates the ability to understand and manage intercultural teams. Beliefs that everyone should conform to the majority.

Develops clear vision of the project. Sets achievable targets. Sees visions, values, and goals of the team are in line with upper management visions. Enhances creativitys and teams contributions.

Communicates objectives clearly. Communicates regularly with team members. Communicates effectively for understanding, buy-in, and empowerment during the change process. Creates positive atmosphere in the work environment.

Figure 4.5: Leadership ontology
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4.4 A Profile Theory-Based Model of Leadership

Combining leadership characteristics with other variables is difficult and involves quantitative measures of capability. The completeness property is important for the identification of the essential profile factors and it is equally important for these to be incorporated into the profile description. One issue that still needs to be addressed is how to use profile theory to describe leadership. The use of profile theory technique was addressed in Appendix F.

4.5 Identifying the Key Cultural and Leadership Factors

In Figure 4.6, the diagram shows factors affecting team culture and leadership. The first feedback loop starts at the node labelled "Leader" and follows the green arrows. The second one starts at the node labelled "Team Culture" and follows the blue arrows. There are two main positive feedback loops. For example, good team culture improves punctuality and timeliness which, in turn, reduce effort and cost. Clear estimates and successful projects will improve reward systems, resulting in job stability. Also, as team members' subjectivity is avoided, collaboration will increase. This feeds back into the team culture which completes the loop.
The other feedback loop represents good leadership based on recall ability of historical data and active thinking. This increases productivity, resulting in lower cost and effort which, in turn, gives better rewards and support to the team. Leadership increases collaboration and team culture through sharing experiences and communication skills. Again this feeds back into leadership and completes the loop.

An important way to analyse a team or its leader is to study their characteristics through quantitative approaches. For example, what is more important - having an "excellent" or experienced team leader or having a perfect working environment? Which has more impact? It is important to define the common characteristics which contribute to a software project’s success and to list these characteristics as factors or dimensions (Kaner and Bond, 2004).
The selected factors were obtained from a checklist used in interviews and are those that most leaders and team members consider to be important. In fact, personal characteristics relevant to the project have a great influence on work and project resource (Plekhanova, 2000). Based on observation, it was noted that the attributes interact in a complex manner. An effective strategy to understand these interactions is to visualise them as shown in subsequent figures (i.e. Figure 4.6 and 4.7). Figure 4.6 shows a causal diagram where leadership and cultural factors are influenced by a number of attributes. This diagram is based on the survey results and interviews. The derivation of the causal diagram was drawn from the correlation analysis (see Appendix D). In Chapter 6, a further examination provides an analysis of leadership and team culture and shows that these factors are significant in software development and cost estimation.

The leadership factors tree (see Figure 4.7) is derived from the feedback of factors and their relationships, which affect team culture and leadership. This tree represents the factors that are considered important as seen in the generic causal diagram (see Figure 4.6). The leadership factors are classified as a set of characteristics. The factors are each given weights, based on their importance. The common factors that define leadership are:

- The Leader (the attributes which define all characteristics of the leader)
- Team culture (capabilities, knowledge, experience and skills)
- Organisation type
- Communication skills
- Project complexity

Weight preference = important or not important.
The values of leadership attributes were measured independently. These measures help to explain job specifications and enhance the decision-making process in finding a good match between projects and project managers. The decision to assign a particular project manager to a certain project or to hire a project manager requires that the capabilities and compatibilities of the manager be assessed in a quantifiable manner. Therefore, it is important to identify attributes that define project managers (see Figure 4.7).

Combining leadership characteristics with other variables is difficult and involves using quantitative measures of capability.

The leadership factors tree was then introduced to indicate the weight of each factor and was also used for the notation of profile description. The tree, in its
entirety, is important for the identification of the essential profile factors and for these to be incorporated into the profile description. Thus, it is possible, using this notation of profile presented in Profile Theory, to describe leadership. For example, factors that represent leadership ($LS$) could be described as follows:

$$f(\text{LS}) = \{<\varepsilon_1, L, \omega_1>, <\varepsilon_2, T, \omega_2>, <\varepsilon_3, G, \omega_3>, <\varepsilon_4, C, \omega_4>, <\varepsilon_5, X, \omega_5>\}$$

Where:

$L$: Leadership characteristics, such as style, power, capability, traits, and skills

$T$: Team characteristics, such as culture, knowledge, personal competencies

$G$: Organisational type, such as project-oriented, functional, or matrix authority

$C$: Communication skills, in both channels (leader vs. team culture)

$X$: Project complexity, such as core or support systems

$\varepsilon_i$: Factor existence, such as $\varepsilon = 1$, non existence $\varepsilon = 0$; where $\varepsilon_i$ is $\varepsilon_1$, $\varepsilon_2$, $\varepsilon_3$, $\varepsilon_4$, and $\varepsilon_5$ show the factor existence for leader characteristics, team culture, organisational type, communication skills and complexity, respectively.

$\omega_i$: shows the total weight of sub-factor(s) - weight is divided equally in approximation ad hoc cases or based on importance or priority; $\omega_1$, $\omega_2$, $\omega_3$, $\omega_4$, and $\omega_5$, are the weights for leadership characteristics, team culture, organisational type, communication skills and complexity, respectively. Further details are provided to illustrate the modelling of leadership factors using Profile Theory. This theory is an alternative approach (see Appendix E). It is not considered in this research except for an explanation of how it may be elaborated.
4.6 Selections of Measurement Techniques

This section will identify some possible methods of defining data sets used as a standard. As discussed earlier, ontology acts as a common dictionary to reduce semantic inconsistencies which arise when identifying attributes. This section discusses the definition of entities, value representations and identification of levels of entities in order to provide a standardised method.

There are several definitions of measurement, such as that of Fenton and Pfleeger (1997): "Measurement is the process by which numbers or symbols are assigned to attributes of entities in the real world in such a way as to characterise them according to clearly defined rules such as characteristic, attribute, trait, object, and situation" (Moses et al., 2002). Consequently, a measure is used to describe or characterise the attribute. Formally, measurement is identified as a mapping from the empirical world to the formal, relational world in such a way as to describe it (Fenton and Pfleeger, 1997).

Measurement is both fundamental and essential in empirical software engineering disciplines (Kitchenham et al., 1995). Several structures are highlighted:

- attribute: whether it actually exhibits the entity measured,
- unit: whether an appropriate means of measuring the attribute is used,
- instrument: whether any model underlying a measuring instrument is valid and the measuring instrument is properly calibrated,
- protocol: whether an acceptable measurement protocol is adopted (Kitchenham et al., 1995).
Various cost estimation models (Shepperd and Schofield, 1997; Kitchenham et al., 2002) are faced with similarly diverse interpretations of the measurement parameters. For example, similar project attributes may be categorised differently even when they use a similar unit of measurement (i.e., project size: function points or budget). It is important to reach agreement about definitions of attributes and their values. Measurement theory is an observation (act of assigning a value) that reduces an uncertainty expressed as a quantity. It includes factors such as assessment of attitudes, values and perception in surveys or aptitudes testing of individuals.

Most cost estimation methods require information about how past projects have been implemented. There have been attempts to set up an industry-wide database of past projects (ISBSG, 2003).

Measurement plays an important role in people’s lives, and it is hard to imagine how things can be done without measures being taken before and after. Beside numeric measurements, questionnaires are used to make appropriate choices. In small software projects, measurement is essential to define the size of a software project and this is what makes a project successful. Here are some of the major general measurement-related issues:

- measurement of the size of software project: budget, functionality or effort
- large size budget project: 500,000, 1 million, 10 million
- optimum skills ‘senior’ (years of experience) for project manager: 5, 10 or 15
- good team leader: behaviour, skills or power of authority
4.7 Entities and Attributes

Entities can be defined as objects or events which can be observed (Kitchenham et al., 1995). These include products created, and processes used, in the development of software. The attributes are properties or characteristics of entities that are often described in a mathematical notation. Each entity has attributes or properties such as the size or cost of projects or skill types. For example, in many software projects, organisations measure in terms of number of lines of code (Fenton and Pfeeger, 1997; Park, 1992). Another study (Hamdan et al., 2005) revealed that organisations measured software projects by budget and functionality as a large scale or small scale project. The existence of measurement in any unit is important as long it can be conveyed in real world terms. It is also essential to identify attributes and entities before measurement is made (Moses, 1997).

Table 4.1 describes and summarises the software project attributes which were observed in selected organisations. The meaning of each question (survey in Chapter 3) was explained to each of the respondents at the interview, for which either Arabic or English was used, as appropriate. The attribute list for the project attribute entity is the 'Attribute' name, 'Description' and 'Type' of measurement. The attributes discussed were effort, organisation’s line of business, application type, organisational type, technical environment, organisation culture, leadership and year of project completion.

For example, numbers of entities (e.g. project size) were also discussed. These were sufficient enough to allow measurement of the project size property, such as line of code, function points, number objects (i.e. class diagrams), number of...
entities (i.e. tables, forms, reports), number of bubbles (i.e. DFD, UML) and number of processes (Futrell, Shafer and Shafer, 2002).

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effort</td>
<td>Total Project effort</td>
<td>Measure</td>
</tr>
<tr>
<td>Organisation’s Line of Business (Business Type)</td>
<td>The business types of Government and Semi-Government are Education, Health, Military, Civil Services, Oil, Tourism Services, Governmental Services and Telecommunications.</td>
<td>Measure</td>
</tr>
<tr>
<td>Application Type</td>
<td>The Systems are categorised into two categories: Supporting and Core Systems.</td>
<td>Measure</td>
</tr>
<tr>
<td>Organisational Type (system management type)</td>
<td>The project management authority and privileges. Each Organisation has assigned of System Management Type: Projectised (Project Oriented) Functional (low Authority) Matrix (Intermediate Authority)</td>
<td>Measure</td>
</tr>
<tr>
<td>Project’s Technical Environment</td>
<td>Number of Core Users (Backend Users, Number of Clients, Number of Transactions, Numbers of Entities, and Technology Used “Hardware and Software Infrastructure”.)</td>
<td>Measure</td>
</tr>
</tbody>
</table>
| Organisation Culture                              | The organisational culture highly impacts the process of cost estimation. Those are:  
  - Timeliness  
  - Collaboration  
  - Job stability  
  - Intercultural intelligence  
  - Team experience  
  - Communication  
  - Reward mechanism | Measure|
| Leadership Type                                   | The leadership characteristics impact software efforts and cost estimation. Those are:  
  - Interaction and relationships  
  - Decision-making  
  - Ability to motivate  
  - Understand organisational culture  
  - Active thinking  
  - Communication skills | Measure|
| Year of Project Completion                         | Most recent projects up to 5 years                                                                                                                                                                | Date  |

Table 4.1: Project attributes

Leadership and cultural characteristics were measured using multiple features. Leadership was measured by six items and each item was assessed by four sub-items. Cultural characteristics were measured by seven items and each item was also assessed by four sub-items. Communication skills were measured using two items combined with leader and team skill communications and each
item was assessed by four sub-items. The cultural characteristics, leadership and communication skills sub-items were then measured using an ordinal scale with 9 points. The respondents were told to assign 1 to the lowest value and 9 to the highest value. The scores of the sub-items were then averaged separately for each item, resulting in a single item score with real values in the ranging from 1-9 (see Figure 4.8).

The 9-point scale was chosen to allow a broader analysis of the response. The scale ranged from exceptionally low to exceptionally high importance and was given a wider range of measurement and analysis. A scale range gives clear selection due to the importance of the attributes and sensitivity (Ahire and O’Shaughnessy, 1998). This also gives the responses a true value of their significance. The ordinal scale variables were treated as if they were measured using interval scales. This is reasonable, as shown by Briand et al. (1999), which stated that the ordinal scale variables are usable as intervals in the context of the analysis. The scale questions accommodate all points of view; the responses are coded to represent the average answer. In addition to the amount of effort (as numeric value), the dataset comprised the following factors:

- Organisation’s line of business (range of value 1-7)
- Application type (range of value 1-2)
• Organisational type (range of value 1-3)
• Project’s technical environment (numeric or string)
• Year of project completion (duration of project start and end date)
• Project’s leadership characteristics
• Project team culture

The last two factors use a broad 9 point scale (exceptionally high = 9 points, very high = 8 points, high = 7 points, fairly high = 6 points, sufficient = 5 points, average = 4 points, low = 3 points, unsatisfactory = 2 points, exceptionally low = 1 points).

4.8 Units, Scales, Values

A measurement unit determines how an attribute is measured and is often associated with a scale. Attributes can be measured using more than one unit such as line of code or function points and can also measure different aspects of program size. The same unit can be used to measure different attributes. A unit must have a scale type. The scale type defines the mathematical transformation that can be made. Naturally, data vary in quality and the level of uncertainty associated with that variation may reflect on the effects of the analytical procedure. Furthermore, the reliability of data may differ based on a number of factors. As data are combined and transformed, the uncertainties may become narrower (Myrtveit et al., 2005).

The data convert into differently modified representations and transformations by deriving additional data that may offer insights for an analyst (Kitchenham et al., 1995). For example, dichotomisation of leadership and culture values into "low" and "high" allowed for a clearer analysis in discriminating between
projects. It is also important that the transformation of the original data keeps all uncertainty attributes that influence the confidence assessments and decisions.

There are five well-known scale types: nominal, ordinal, interval, ratio and absolute (count). The scale type explains the kind of operations it can perform.

Table 4.2 presents a summary of the project unit.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Description</th>
<th>Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effort</td>
<td>Person days (man days)</td>
<td>ratio</td>
</tr>
<tr>
<td>Organisation’s Line of Business (Business Type)</td>
<td>Scale used to identify which Business type used (Education, Health, Military, Civil Services, Oil, Tourism Services, Governmental Services and Communications)</td>
<td>nominal</td>
</tr>
<tr>
<td>Application Type</td>
<td>The Systems are categorised into two categories: Supporting and Core Systems.</td>
<td>nominal</td>
</tr>
<tr>
<td>Organisational Type (system management type)</td>
<td>Scale used to identify which System Management Type used; Projectorized (Project Oriented), Functional (low Authority), Matrix (Intermediate Authority)</td>
<td>ordinal</td>
</tr>
<tr>
<td>Project’s Technical Environment</td>
<td>Number of Core Users (Backend Users), Number of Clients, Number of Transactions, Numbers of Entities, Technology Used: (Hardware and Software Infrastructure)</td>
<td>absolute</td>
</tr>
<tr>
<td>Organisation Culture</td>
<td>Scale used to assess the impacts of process of cost estimation event</td>
<td>ordinal</td>
</tr>
<tr>
<td>Leadership Type</td>
<td>Scale used to assess the impacts of process of cost estimation events</td>
<td>ordinal</td>
</tr>
<tr>
<td>Year of Project Completion</td>
<td>Most recent projects up to 5 years</td>
<td>date</td>
</tr>
</tbody>
</table>

The attribute list for the project unit contains factors, description and scale types that identify values and scales of measurement for the attributes. For example, effort is measured in person days and culture and leadership use an ordinal scale, which measures the importance of these characteristics.
A reliability and validity analysis has been performed in this research. Reliability refers to the repetition of a measurement, whereas validity refers to the agreement between the value of a measurement and its true value (Myrtveit et al., 2005). The reliability of the multiple item measurement scale for the attributes was evaluated by using internal-consistency analysis (Cronbach, 1951). A coefficient alpha of 0.7 or higher is deemed satisfactory. Principal Component Analysis (PCA) was performed and reported for all attributes to provide a measure of convergent validity. The components with Eigen value greater than one were retained. Therefore, the convergent validity can be regarded as sufficient. Table 4.3 reports the reliability and validity analysis for the cultural and leadership attributes.

<table>
<thead>
<tr>
<th>Leadership characteristics</th>
<th>items</th>
<th>Cronbach's Alpha</th>
<th>PCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interaction and relationships</td>
<td>1-4</td>
<td>.820</td>
<td>2.67</td>
</tr>
<tr>
<td>Decision-making</td>
<td>1-4</td>
<td>.905</td>
<td>3.16</td>
</tr>
<tr>
<td>Ability to motivate</td>
<td>1-4</td>
<td>.896</td>
<td>3.08</td>
</tr>
<tr>
<td>Understand organisational culture</td>
<td>1-4</td>
<td>.929</td>
<td>3.34</td>
</tr>
<tr>
<td>Active thinking</td>
<td>1-4</td>
<td>.940</td>
<td>3.40</td>
</tr>
<tr>
<td>Communication skills</td>
<td>1-4</td>
<td>.897</td>
<td>3.09</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cultural characteristics</th>
<th>items</th>
<th>Cronbach's Alpha</th>
<th>PCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timeliness</td>
<td>1-4</td>
<td>.955</td>
<td>3.54</td>
</tr>
<tr>
<td>Collaboration</td>
<td>1-4</td>
<td>.960</td>
<td>3.58</td>
</tr>
<tr>
<td>Job stability</td>
<td>1-4</td>
<td>.959</td>
<td>3.58</td>
</tr>
<tr>
<td>Intercultural intelligence</td>
<td>1-4</td>
<td>.891</td>
<td>3.04</td>
</tr>
<tr>
<td>Team experience</td>
<td>1-4</td>
<td>.728</td>
<td>2.36</td>
</tr>
<tr>
<td>Communication</td>
<td>1-4</td>
<td>.914</td>
<td>3.19</td>
</tr>
<tr>
<td>Reward mechanism</td>
<td>1-4</td>
<td>.909</td>
<td>2.54</td>
</tr>
</tbody>
</table>

Table 4.3: Coefficient alpha and principal component analysis of variables

The organisation’s line of business was measured using a seven-point scale: Medical, Governmental Services, Communication, Public Services, Tourism Services, Education and Oil and Gas. Application type was measured on a two-point scale

- Core systems and
- Support systems.
Organisational type was measured on a three-point scale

- Project-oriented (project manager has the highest power in making decisions),
- Matrix (project manager has moderate power in making decisions),
- Functional (project manager has the lowest level of power in making decisions).

Table 4.4 shows the scale range of each attribute range type, description and the level order. These attributes are then placed in the appropriate category, and the scale range entity will allow the ordinal or nominal scale to be refined within this context. Tables 4.4a - 4.4c identify all levels of culture value. The average across the team was used to determine the levels of culture value, as "low", "medium" or "high".

<table>
<thead>
<tr>
<th>Range Type</th>
<th>Description</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strong (high)</td>
<td>Project-oriented: has high project management authority</td>
<td>3</td>
</tr>
<tr>
<td>Moderate (nominal)</td>
<td>Matrix: project management authority has intermediate authority</td>
<td>2</td>
</tr>
<tr>
<td>Weak (low)</td>
<td>Functional: project management authority has low authority</td>
<td>1</td>
</tr>
</tbody>
</table>

1. **Timeliness**: team members respect each other's time and are keen to meet deadlines. This means that the team arrives when work starts and leaves when work finishes. A team member:
   a) manages time and resources in an effective manner
   b) respects and values the time of others
   c) understands and adapts to a general view of time (schedule events vs. relationships events)
   d) maintains a balance between work and social life

2. **Collaboration**: impersonal relationships between team members: cooperation, trust, information exchange and positive thinking. A team member:
   a) demonstrates a balance between personal and professional roles and responsibilities
   b) works effectively to understand self and others
   c) provides consistent feedback to others regarding job performance
   d) works with others to enhance team commitment and collaboration

Table 4.4: Scale range for software project variables
<table>
<thead>
<tr>
<th>Range Type</th>
<th>Description</th>
<th>Level</th>
</tr>
</thead>
</table>
| High       | **3. Job Stability**: loyalty to the project and the organisation. A team member:  
|            | a) creates a culture of collaboration and trust so that teams take risks and achieve performance goals  
|            | b) enhances team loyalty and belonging                                         
|            | c) creates trust among the different team members                                |
|            | **4. Intercultural Intelligence**: ability to understand another culture. Questions sought to find out whether the team understands the feelings, values, and goals of others and is able to understand other cultures' world views. A team member:  
|            | a) is able to understand other culture                                         
|            | b) shows understanding of each other’s culture                                 
|            | c) recognises the abilities of team members                                    
|            | d) is able to culturally express himself effectively                            |
|            | **5. Team Experience**: Accumulated number of experiences. The questions sought to find out whether the team uses past experience to develop current or new projects. A team member:  
|            | a) uses department’s tools and equipment effectively                            
|            | b) uses skills and knowledge acquired from other projects                      
|            | c) is familiar with other team member's backgrounds                            
|            | d) worked on similar project previously                                        |
|            | **6. Communication**: Number of communication channels that have been created in the project; how information is distributed and sorted. The questions sought to find out whether the team communicates effectively. A team member:  
|            | a) uses active listening and effective feedback process                        
|            | b) understands and uses effective relationship strategies to maintain trust within the team  
|            | c) encourages the team to use their own leadership, judgement, and decision-making capabilities  
|            | d) talks to everyone and uses teamwork to get things done                      |
|            | **7. Reward Mechanism**: In this context means incentives mechanism: The questions sought to find out whether the team encourages and supports professional development and rewards. A team member:  
|            | a) encourages and supports other team members in ongoing professional growth opportunities  
|            | b) recognises and rewards others for their achievements                        |

Table 4.4a: Scale range for high scale team culture variables
### Table 4.4b: Scale range for medium scale team culture variables

<table>
<thead>
<tr>
<th>Range Type</th>
<th>Description</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medium</td>
<td><strong>1. Timeliness:</strong> A team member:</td>
<td>4-6</td>
</tr>
<tr>
<td></td>
<td>a) occasionally reports to work or meetings late</td>
<td></td>
</tr>
<tr>
<td></td>
<td>b) occasionally manages time and resources</td>
<td></td>
</tr>
<tr>
<td></td>
<td>c) occasionally respects time of others’ time</td>
<td></td>
</tr>
<tr>
<td></td>
<td>d) sometimes maintains balance between work and social life</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>2. Collaboration:</strong> A team member:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>a) demonstrates some balance between personal and professional roles and responsibilities</td>
<td></td>
</tr>
<tr>
<td></td>
<td>b) works effectively to understand self and others sometimes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>c) provides some feedback to others regarding job performance</td>
<td></td>
</tr>
<tr>
<td></td>
<td>d) sometimes works to enhance team commitment and collaboration</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>3. Job Stability:</strong> A team member:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>a) creates some culture of collaboration and trust so that teams take some risks and achieve performance goals</td>
<td></td>
</tr>
<tr>
<td></td>
<td>b) sometimes enhances team loyalty and belonging</td>
<td></td>
</tr>
<tr>
<td></td>
<td>c) sometimes creates trust among the different team members</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>4. Intercultural Intelligence:</strong> A team member:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>a) understands some of their shared culture</td>
<td></td>
</tr>
<tr>
<td></td>
<td>b) has ability to understand some other cultures’ world views</td>
<td></td>
</tr>
<tr>
<td></td>
<td>c) recognises the abilities of some staff members</td>
<td></td>
</tr>
<tr>
<td></td>
<td>d) is able to culturally express himself effectively sometimes</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>5. Team Experience:</strong> A team member:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>a) sometimes uses department’s tools and equipment effectively</td>
<td></td>
</tr>
<tr>
<td></td>
<td>b) sometimes uses skills and knowledge acquired for the project</td>
<td></td>
</tr>
<tr>
<td></td>
<td>c) is sometimes familiar with other teams’ backgrounds</td>
<td></td>
</tr>
<tr>
<td></td>
<td>d) sometimes works on similar projects</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>6. Communication:</strong> A team member:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>a) uses active listening and effective feedback processes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>b) understands and uses effective relationship strategies to maintain trust within the team</td>
<td></td>
</tr>
<tr>
<td></td>
<td>c) encourages the team to use their own leadership, judgement, and decision-making capabilities</td>
<td></td>
</tr>
<tr>
<td></td>
<td>d) talks to everyone and uses teamwork to get things done</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>7. Reward Mechanism:</strong> A team member:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>a) sometimes encourages and supports team in on-going professional growth opportunities</td>
<td></td>
</tr>
<tr>
<td></td>
<td>b) sometimes recognises and rewards the team for their achievements</td>
<td></td>
</tr>
</tbody>
</table>
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Table 4.4c: Scale range for low scale team culture variables

<table>
<thead>
<tr>
<th>Range Type</th>
<th>Description</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td><strong>1. Timeliness</strong>: A team member:</td>
<td>1-3</td>
</tr>
<tr>
<td></td>
<td>a) often reports to work or meetings late</td>
<td></td>
</tr>
<tr>
<td></td>
<td>b) manages time and resources badly</td>
<td></td>
</tr>
<tr>
<td></td>
<td>c) has no respect for the value of time of others</td>
<td></td>
</tr>
<tr>
<td></td>
<td>d) rarely maintains a balance between work and social life</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>2. Collaboration</strong>: A team member:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>a) has no balance between personal and professional roles and responsibilities</td>
<td></td>
</tr>
<tr>
<td></td>
<td>b) has no effective understanding of self and others.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>c) has no feedback to others regarding job performance.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>d) has no team commitment and collaboration to enhance work</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>3. Job Stability</strong>: A team member:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>a) does not create a culture of collaboration and trust so that teams take risks and achieve performance goals</td>
<td></td>
</tr>
<tr>
<td></td>
<td>b) does not enhance team loyalty and belonging</td>
<td></td>
</tr>
<tr>
<td></td>
<td>c) does not create trust among the different team members</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>4. Intercultural Intelligence</strong>: A team member:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>a) shows no understanding of their shared culture</td>
<td></td>
</tr>
<tr>
<td></td>
<td>b) is unable to understand other cultures' world views</td>
<td></td>
</tr>
<tr>
<td></td>
<td>c) rarely recognises the abilities of team members</td>
<td></td>
</tr>
<tr>
<td></td>
<td>d) is unable to culturally express himself effectively</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>5. Team Experience</strong>: A team member:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>a) does not utilise emerging technologies or technologies in proven business models</td>
<td></td>
</tr>
<tr>
<td></td>
<td>b) does not use departmental tools or equipment effectively</td>
<td></td>
</tr>
<tr>
<td></td>
<td>c) does not use skill and knowledge acquired from other projects</td>
<td></td>
</tr>
<tr>
<td></td>
<td>d) is not familiar with other team members' backgrounds</td>
<td></td>
</tr>
<tr>
<td></td>
<td>e) has not worked on similar projects</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>6. Communication</strong>: A team member:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>a) uses passive listening instead of effective feedback processes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>b) prevents empowerment or spot decisions</td>
<td></td>
</tr>
<tr>
<td></td>
<td>c) does not use effective relationship strategies to maintain trust within the team</td>
<td></td>
</tr>
<tr>
<td></td>
<td>d) does not encourage the team to use own leadership, judgement, and decision-making capabilities</td>
<td></td>
</tr>
<tr>
<td></td>
<td>e) does not talk to all team members and does not use teamwork to get things done</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>7. Reward Mechanism</strong>: A team member:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>a) does not encourage and support team members in ongoing professional growth opportunities</td>
<td></td>
</tr>
<tr>
<td></td>
<td>b) does not recognise and reward the team for their achievements</td>
<td></td>
</tr>
</tbody>
</table>

The measurement for leadership is similar to that of culture. Table 4.5 shows the three levels of measurements for leadership: high, nominal and low.
<table>
<thead>
<tr>
<th>Range Type</th>
<th>Description</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>1. <strong>Interaction and Relationships</strong>: creates learning experiences and treats team members with respect</td>
<td>7-9</td>
</tr>
<tr>
<td></td>
<td>2. <strong>Decision-Making</strong>: creates right decisions and consults with teams on direction.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3. <strong>Ability to Motivate</strong>: shares goals, provides appropriate instructions and gives support</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4. <strong>Understanding of Organisational Culture</strong>: is able to understand and manage multicultural teams' backgrounds</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5. <strong>Active Thinking</strong>: enhances team contributions and sets feasible targets</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6. <strong>Communication Skills</strong>: assists and fosters good communication among team members, effectively and regularly</td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>1. <strong>Interaction and Relationships</strong>: occasionally appreciates team members' good work</td>
<td>4-6</td>
</tr>
<tr>
<td></td>
<td>2. <strong>Decision-Making</strong>: occasionally makes good decisions and consults with team members to act on decisions and problems</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3. <strong>Ability to Motivate</strong>: occasionally shares some of the goals, gives encouragement to achieve and provides some appropriate levels of direction and support</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4. <strong>Understanding of Organisational Culture</strong>: is occasionally able to understand and manage multicultural team members' issues</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5. <strong>Active Thinking</strong>: occasionally enhances team contributions and feasible targets</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6. <strong>Communication Skills</strong>: sometimes assists communication among team members effectively</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>1. <strong>Interaction and Relationships</strong>: does not appreciate any of the team members’ work</td>
<td>1-3</td>
</tr>
<tr>
<td></td>
<td>2. <strong>Decision-Making</strong>: does not make many proper decisions or act quickly on decisions and problems</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3. <strong>Ability to Motivate</strong>: does not share many goals and does not provide appropriate levels of direction and support</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4. <strong>Understanding of Organisational Culture</strong>: does not have understanding and is unable to manage intercultural teams' backgrounds</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5. <strong>Active Thinking</strong>: does not enhance team contributions and does not set feasible targets</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6. <strong>Communication Skills</strong>: provides neither assistance to nor communicates with team members and rarely has feedback on team issues</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.5: Scale range for leadership variables
4.9 Summary

From the survey of state-of-the-art software project cost measurement, some major issues causing misunderstanding and misapplication of project measurement were identified. Various cost measurement approaches were investigated in order to integrate the different aspects of measurements. To provide a common protocol, a framework was developed to capture explicitly the relationships among apparently diverse project measurement activities. A distinguishing feature of the framework is its use as the basis for exploring a means of measuring software project cost within the UAE context by incorporating leadership and cultural factors. This framework is supported by an ontology that was constructed to unify the semantics of project parameters. The ontology supports a consistent measurement strategy and establishes a common measurement protocol. The SEEOS was developed for use in estimating software project cost. The automated SEEOS assists in the estimation of software project effort and cost. The final model is an augmented CBR system for effort estimation.
CHAPTER 5

The Cost Estimation Model and its implementation

5.1 Introduction

This chapter introduces the software effort estimation ontology system (SEEOS) to assist in the estimation of a software project's effort and cost. The system incorporates specific cultural characteristics, factors, and issues that are identified as influencing cost estimation.

The following gives a summary of the different sections of this chapter. Section 5.2 discusses the analogy method, and Section 5.3 presents the steps of estimation by analogy. Section 5.4 presents the augmented CBR approach. Section 5.5 presents the model variables, and Section 5.6 presents the approach used in the cost estimation model. Section 5.7 discusses the ontology-based system, and Section 5.8 discusses model validation. Section 5.9 describes system implementation, and Section 5.10 discusses the system architecture and layers. Sections 5.11 and 5.12 discuss validation and the user interface and a summary is presented in section 5.13.

5.2 The Analogy Method

Prediction methods used in estimation techniques fall into the following classes:

- expert judgement (or experience–based estimation)
- statistical models such as regression
- Case Based Reasoning (CBR)
Expert judgement may be rather ad hoc. It is used when no historical data are available. The application of regression methods requires rather strict normality assumptions on the data and very often advanced manipulation and transformation of the variables. When it comes to cases where the response variable (the dependent variable) is a ratio that is not normally distributed and the factors (independent variables) are in a nominal or in an ordinal scale, the equations resulting from its application are very difficult to interpret and use for prediction. Familiarity is needed with the advanced demands of the method. On the other hand, CBR, which includes estimation by analogy, can be easily applied to any type of variables and can be interpreted in a straightforward manner.

5.3 The Steps of Estimation by Analogy (EbA)

Estimation by Analogy (EbA) is a very simple, but powerful method. It has been used in many different applications and particularly in classification tasks. The key idea behind the EbA is that similar input data vectors have similar output values. A certain number of nearest neighbours are sought according to a distance metric and their corresponding output values are used to determine the output approximation. The estimation of the outputs is calculated by using the average of the outputs of the neighbours (analogies). The EbA method is described briefly by Stamelos and Angelis (2001). It is a procedure consisting of three steps. First, the new class for which the project effort is to be estimated is characterised by a set of attributes common to the ones characterising previous projects in a historical database. Second, one or more similar projects (neighbours or analogies) from the dataset are found according to a predefined
distance metric. Finally, the values of the neighbour projects are used to produce the estimate (usually by computing their mean).

A proposed solution is based on historical similar cases (projects) extracted from a database containing, in addition to the actual effort, information on quantitative and qualitative attributes from previous projects. The new case (project) is characterised according to the attributes (factors) used and then placed into an historical dataset. The data structure is shown in Figure 5.1:

Since the datasets usually contain mixed-typed variables (nominal, ordinal and continuous), a distance metric, as suggested by Shepperd and Schofield (1997), is used. In the following, it is assumed that the new project is represented by a vector of attributes \((Y_1,\ldots,Y_k)\) and every project \(i\) in the database by the vector \((X_{i1},\ldots,X_{ik})\). The distance is then computed (see Figure 5.2).

\[
Sim(C_1,C_2,F) = \frac{1}{\sqrt{\sum_{j \in F} \text{Feature\_Dissimilarity}(C_{1j},C_{2j})}}
\]

\[F = \text{Set of features}\]

\[C_1,C_2 = \text{Cases}\]

\[
\text{Feature\_Dissimilarity}(C_{1j},C_{2j}) = \begin{cases} 
(C_{1j} - C_{2j})^2 & \text{Features are numeric} \\
0 & \text{Features are categorical and } C_{1j} = C_{2j} \\
1 & \text{Features are categorical and } C_{1j} \neq C_{2j}
\end{cases}
\]

Figure 5.1: The data structure (Angelis and Stamulos, 2000)

Figure 5.2: Nearest neighbour algorithm (Shepperd and Schofield, 1997)
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A statistical analysis of the data is needed first. Usually, regression models give good results, but the variables have to be transformed at the outset. For example, the effort should be logarithmically transformed. Dissimilarity measures (Shepperd and Schofield, 1997; Angelis and Stamelos, 2000) can be computed when there are mixed (numerical and categorical) data. Another advantage of the measure is that it takes into account the missing values of the projects as well; this is appropriate for missing data. In such a case, the distances are usually calculated using only the available attributes. A more advanced method is to estimate the missing value, although this is difficult and often very risky. In principle, missing data can be estimated in such a way that the overall output will not change (no increase or reduction) by adding such data (thus, dummy data). Figure 5.3 shows the algorithms used to measure similarity and dissimilarity. The mixed data (numerical and categorical) were calculated using the unweighted Euclidean distance employed by previous researchers (Shepperd, 2003; Angelis and Stamelos, 2000). This approach was used earlier with encouraging results in cost estimation and other areas (Shepperd and Schofield, 1997).
Figure 5.3: Distance and the similarity measures algorithm
An important decision for EbA is the number of analogies (usually a small number) that has to be combined in order to evaluate the dependent variable. After selecting the distance metric and the number of analogies, it needs to utilise a statistic that will combine the actual effort (dependent variable) of the analogies. In this study, the mean was used for such a combination while the number of analogies was decided after an extensive calibration procedure. This is discussed in more detail in Chapter 6.

According to the theoretical and the experimental findings (Atkinson and Shepperd, 1994), a small number of projects should be compared (1-3 projects). However, the case may be different when studying software effort estimation in governmental departments since the above-mentioned parameters are similar across many governmental departments which share the same culture and economical strength. When the parameters’ variance is small among governmental departments, more projects should be taken into consideration leading to greater accuracy in estimation. However, in cases where the variance is high, then a small number should be selected, perhaps 2-3 (Stamelos and Angelis, 2001). A simple averaging arithmetic mean is the most appropriate method in calculating the project estimate since the projects are similar. However, in cases where the difference is high, then the median method may be used.

5.4 Case-Based Reasoning (CBR)

The CBR technique is an approach to solve new problems by recalling a previous similar situation and by reusing information and knowledge of that
situation (Aamodt and Plaza, 1994). The solution of a case with the most similar match is adapted to solve the new problem (Kolodner, 1993).

The CBR procedure is similar to an ontology-based representation where the ontology defines the semantics of the project parameters and their relationships and establishes shared concepts between different projects. Hence, common features of CBR maintain past historical experiences in memory to find similar cases for the new problem, also adapting existing solutions to match current situations and refine the memory for future new cases. The difficulty for CBR and other approaches is in retrieving more useful cases where irrelevant and misleading features are used in a case but relevant features are ignored (Kolodner, 1992; Shepperd, 2003). These features represent actual cases so it is more important to keep such features that represent the case because knowing which features are useful is not always obvious. Therefore, an ontology can determine a set of measurement protocols and definitions of the attributes and factors that are more representative of a case.

The augmented CBR process consists of the following stages (see Figure 5.4) to estimate software cost:

- given n projects (cases) characterised by p features
- a new project characterised by p features
- retrieve most similar projects in the p-dimensional space to the new project
- define culture and leadership values for the new project
- assign measurements to the new case using the ontology-based system
- add the new case to the case base
In particular, completed projects are characterised in terms of a set of $p$-features. The new active project is also characterised in terms of the common $p$-features for which an estimate is required. The features (attributes) usually represent measures which influence effort behaviour such as size measures and cultural factors. The similarity between the new case and the other cases in the $p$-dimensional feature space is measured, and the most similar cases (or projects) are used, possibly with adaptations to obtain a prediction for the new case. This process can be achieved by using the nearest neighbour techniques (Shepperd, et al, 1996; Shepperd and Schofield, 1997).

The major difference between the SEEOS analogy and CBR analogy is that CBR does not take into account culture and leadership. The inclusion of culture and leadership would be a definite enhancement. The model agrees with CBR in cases without culture and leadership. Thus, adding these new attributes removes some of the limitations of CBR (see Figure 5.5).
CBR allows the construction of a library of cases, or experiences, which are described according to a fixed set of descriptors called the domain model. The domain model has parameters (such as "project size" or "line of business") and values (such as "budget", "government services", etc.). Afterwards, relevant cases are recalled by specifying a set of Parameters-values. For example (see Table 5.1), a simple query result could be:

<table>
<thead>
<tr>
<th>Project Size for HR / Payroll</th>
<th>Function Points (value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reports</td>
<td>800</td>
</tr>
<tr>
<td>Screens</td>
<td>240</td>
</tr>
<tr>
<td>Tables</td>
<td>321</td>
</tr>
</tbody>
</table>

Table 5.1: Human Resources/Payroll CBR query

Case searching is used to compare and match cases from the database in order to find similar cases. The search is based on key attributes and features. Case indexing techniques are used, especially, for large databases (Patterson, et al., 2005). Thus, CBR provides a way of archiving experiences and quickly retrieving appropriate experiences when needed. As the importance of certain
values can be emphasised over others, the search queries can be precise. For example, the project case base (see Table 5.2 and Appendix E) which contains the significant data items from main projects, includes organisations, system management, project type, duration, estimate cost, actual cost, application type and actual effort. This is done to make the similarity search easy to conduct, especially when the data and contexts vary. CBR can handle cost estimation problems efficiently. The fact that CBR is derived from human reasoning has given this approach a significant advantage in software development cost estimation. CBR is simple and flexible compared to numerical models. Another advantage of CBR is that no expert is required because everything is based on the analogy gleaned from prior cases and applied to new ones. Also, CBR can handle quantitative and qualitative data (Snell, 1997; Angelis and Stamelos, 2000).

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Data Type</th>
<th>Field Size</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>OrgNo</td>
<td>Text</td>
<td>4</td>
<td>Key</td>
</tr>
<tr>
<td>Project_ID</td>
<td>Text</td>
<td>4</td>
<td>Key</td>
</tr>
<tr>
<td>SYS_MGT_ID</td>
<td>Text</td>
<td>3</td>
<td>Key</td>
</tr>
<tr>
<td>DEV_ID</td>
<td>Text</td>
<td>3</td>
<td>Key</td>
</tr>
<tr>
<td>Project_Type</td>
<td>Text</td>
<td>100</td>
<td>Data</td>
</tr>
<tr>
<td>Start_Date</td>
<td>Date/Time</td>
<td>dd-mm-yy</td>
<td>Data</td>
</tr>
<tr>
<td>Finish_Date</td>
<td>Date/Time</td>
<td>dd-mm-yy</td>
<td>Data</td>
</tr>
<tr>
<td>Estimation Cost</td>
<td>Currency</td>
<td>--</td>
<td>Data</td>
</tr>
<tr>
<td>Actual Cost</td>
<td>Currency</td>
<td>--</td>
<td>Data</td>
</tr>
<tr>
<td>Application_ID</td>
<td>Text</td>
<td>3</td>
<td>Foreign Key</td>
</tr>
<tr>
<td>Leadership_ID</td>
<td>Text</td>
<td>3</td>
<td>Foreign Key</td>
</tr>
<tr>
<td>Actual Effort</td>
<td>Number</td>
<td>Long Integer</td>
<td>Data</td>
</tr>
</tbody>
</table>

Table 5.2: Metadata that describe a project

### 5.5 Presentation of the Model Variables

In an effort to derive an improved cost estimation model that is sensitive to local customs, a survey was used to identify which parameters impact the cost estimation model development. These parameters were not considered in previous studies although they impact on the cost estimation model
development. The identified parameters have been categorised into seven groups (see Figure 5.6): organisation’s lines of business, application type, organisation type, organisation culture, project leadership, project technical environment and year of project completion. Determining the appropriate parameters for defining the applicable cost estimation model is one of many major tasks. The new parameters and the approach for developing the cost estimation model will be presented subsequently.

![Figure 5.6: Model parameters used](image)

While investigating the parameters that impact the software effort cost estimation in governmental departments, the case-based modelling process was derived (see Figure 5.7). This process identifies the stages and the parameters that impact cost estimation and should be taken into consideration when performing software effort estimation.

![Figure 5.7: Proposed effort estimation process](image)
5.6 Cost Estimation Module Approach

The dataset was split according to application type – "supporting" and "core" applications. Supporting applications are the systems which support the internal (shared) services in any organisation. These applications are not linked directly to the organisation mission and vision, rather they enhance the efficiency, effectiveness and the performance of the supporting services. Those systems share similar features across the government departments.

Core applications exist to help to achieve the mission and vision of the organisations and to satisfy their core purpose. The features of these applications are unique. Organisations with a similar line of business could share similar features.

Determining the project manager's level of authority is important. Projects with different levels of project authority cannot be considered similar even if the other parameters are similar. Only projects that are developed in a similar organisational structure may be taken further by determining similarity with the other parameters.

Determining similar projects that operate in a similar organisational culture and determining an acceptable level of similarity among projects with different organisational cultures is challenging. For example, project A and project B have similarity in decision-making, ability to motivate team members, communications and project managers’ experience; they are different in organisational culture, even though they are similar with respect to other parameters. The difference in understanding culture can be substituted by a buffer time. The magnitude of
impact needs calibration after further studies. For example, at 4-6 on the scale of variables, 10% more man-days need to be added to the new project to accommodate individual differences (Kitchenham et al., 2002). The weight on the scale is assigned according to the effectiveness of each parameter in the process.

As a result, the culture and leadership attributes were given values (1-9 or low - high) from an accumulated set of decisions about each attribute and the average of sub-unit scores for each attribute was found. The common leadership and cultural factors were selected, studied and measured from several perspectives (see Figure 5.8).

Various generic attributes such as personality traits, power relationship and behaviour changes were observed. Also a parallel approach to attributes that influence the estimation process such as technology used and project complexity were also examined (see Figure 5.9, 5.10). All attributes may have a positive or negative impact on the software development and cost estimation.
Each of the items describes a certain leadership behaviour, characteristic or effect that a leader may have on the organisation. Here, the leaders in the organisations were at two levels: the project team could evaluate their executive manager; project manager could evaluate team members. The variables were included in the model for the similarity among software projects. A query system which captures this case was developed (see Figure 5.11).
The model was tested on a number of governmental development projects in order to determine its accuracy and appropriateness. This work explored various ways of classifying the existing software cost and effort estimation techniques, providing an overview of each category and discussing in more depth with a
comparison of the most popular cost models. The results of the work were then analysed and compared with existing CBR tools, e.g. ANGEL (Shepperd and Schofield, 1997).

As the system was designed to provide an environment for examining the feasibility and validity of the proposed model, the developed version required further improvement. In order to offer a system to search for all possible feature subsets, there was a need to be able to cluster cases by business domain and complexity. Because these particular projects were from various domains and shared few projects, clustering the projects presented some serious difficulty. The complexity of the projects was identified by including it with the line of business that made some attributes depend on other attributes. For example, it was difficult to measure the similarity of core systems in a different domain. Another limitation in the research focused on the analogy and ontology to retrieve and reuse processes of the CBR cycle. This is, as yet, has not been implemented in the current system and will be the subject of further study.

This system was implemented using Java and a relational database management system (see Figure 5.12). The data were collected within UAE organisations using an online system that has been developed as part of this project. The relational database was used to collect new projects in one central repository and the entire application is a stand-alone system.
5.7 The Ontology-Based System

The ontology enables project managers to elicit more accurate software project features that are semantically suitable for these requirements. It provides a common understanding of software parameters and their semantics. A formal description of the concepts and relationships is provided for each attribute and definition. This ontology was discussed previously in Chapter 4.

5.8 Model Validation

The use of bootstrap in estimating the effort involved in a given project is quite challenging due to difficulties in describing quantitatively variables such as effort, which are rather abstract. The proposed method requires a minimal mathematical background and very few assumptions. Instead, it relies heavily on computing power. The approach is general and yet simple and intuitive. It is a statistical technique introduced by Efron in 1979 (Efron, 1992; Efron and Tibshirani, 1993), aiming at measuring statistical accuracy such as bias and
prediction error. Also it handles complex data structures such as time series and regression models requiring little theoretical knowledge.

The technique of bootstrapping is implemented in the following 3-stage procedure (Shepperd and Schofield, 1997; Stamelos and Angelis, 2001).

1. Extraction of similar cases: extract (from a database where the information is stored) the historical cases that are most similar to the current one according to a selected metric.

2. Estimate the response variable “effort” for the new case (by EbA) based on the cases selected.

3. Estimate the precision and carry out validation.
   a) Bootstrap estimate of the standard deviation (see Figure 5.13a):
      • Store the data (effort) of the selected cases in a convenient file.
      • Select (with replacement) the bootstrap samples.
      • Determine the bootstrap replicates of the median (or the mean).
      • Compute the standard deviation of the bootstrap replicates of the median (or the mean).
   b) Bootstrap estimate of the bias and carry out validation (see Figure 5.13b).
      • Compute the bootstrap replicates of the bias for the median (or mean) as the difference between each bootstrap replicate of the median (or mean) and the sample median (or mean) of the dataset used.
      • Compute the bootstrap estimate of the bias as the average of the bootstrap replicates of the bias. The mean bias either shows the overestimation (+) or underestimation of the effort (-). A positive value of the mean bias represents overestimation and a negative value represents underestimation.
      • Validate by correcting for the bias according to its (+/-) sign.
Regarding the evaluation of the predictive accuracy for the EbA method, the jack-knife procedures were adapted from Kohavi (1995) and will be discussed in Chapter 7.

Figure 5.13a: Main context diagram of bootstrap process
5.9 Implementation of the System

A software tool, called SEEOS (software effort estimation ontology system) that supports the application of an analogy-based method was implemented. This tool provides a flexible interface that allows users to experiment with different
project characteristic options. The main functions of SEEOS are the following: (1) defining comprehensive attributes for a project; (2) defining attributes, characteristics and measurement protocol; (3) providing the choice of options to be considered such as cultural factors and leadership; (4) determining which attributes are available to provide better accuracy; and (5) generating most similar projects for the required estimate.

SEEOS consists of three subsystems; the analogy subsystem to find the most similar projects, the online subsystem used by different organisations to input projects data, and the bootstrap subsystem to validate the projects result. The system has been implemented using Java, JSP, Serlvet and a relational database management system.

5.10 System Architecture

A three-tier architecture is used in this project to structure the implementation. The three-tier architecture allows different tiers to be developed in different languages, such as a graphical user interface language or light internet clients (HTML, applets) for the top tier; Java, C, or C++ for the middle tier; and SQL for much of the database tier (Edelstein, 1994). The three-tier architecture of the SEEOS consists of a presentation layer, a business logic layer, and a database layer. Figure 5.14 illustrates the SEEOS three-tier architecture.
5.10.1 SEEOS Presentation Layer

The main SEEOS presentation layer consists of two panels; the right side panel and the left side panel (see Figure 5.15). The left side panel shows the project’s entities along with their attributes, descriptions and values. It consists of a tree structure of different selection keys related to the organisation and projects. On the other hand, the right panel shows the selected entities to be estimated by the project manager. It consists of a list which will be populated by the selection keys on the left panel by pressing the “Right Arrow” button located between the two panels. In addition, the right panel has two buttons which are “Compare and Show” and “Remove from the List”.

Figure 5.14: SEEOS system architecture
To find the most similar projects, the project manager can select the project’s attributes from a particular leader in the tree structure; he then clicks the “Right Arrow” button to transfer the project attributes to the right panel. The project manager has the option to remove attributes from the list by clicking the “Remove from the List” button in the right panel. Figure 5.16 shows an example of keys selected from a list.
There are uncertainties in the way various project terms, variables and factors are interpreted. Two projects that may seem similar may indeed be different in a critical way. Moreover, the uncertainty in assessing similarities and differences means that two different analysts could develop significantly different views and effort estimates.

The project manager is able to select similar existing software projects based on well-understood project similarity features. The SEEOS system establishes a set of common project parameters between different projects and provides a common understanding (ontology) of project parameters and their semantics. It accomplishes this by allowing the project manager to give more semantic content to the new project attributes by selecting the attribute’s value and measurement. Figure 5.17 shows an example of keys surveyed to be filled.
After populating the list with different keys related to a project, the project manager can compare these keys with the ones in the database for different projects by clicking “Compare and Show”. A dialog box will appear showing the comparison of results between the new project and projects in the database. Figure 5.18 shows an example of results.
The “Duration” column shows the number of days taken to complete that particular project. The “Effort” column shows the number of man-days involved in completing that project; and the last column, the “Match Factor”, shows the calculated similarity value of that project with that created by the user.

5.10.2 SEEOS Business Logic Layer

The SEEOS business logic layer consists of seven Java classes (see Figure 5.19). The “OntologyTree” is the main class for drawing the main window with a tree of different elements and a list box with different command buttons. “DBBean” is a class used for the database management. “InformationEditor” is a class used to add buttons in particular cells. “ProjCompararor” is a class used to sort the values of vectors in ascending order. “Projects” is a class used to store all the values against each project in the Database. “Questions” is a class used to store question and answer values. “TitleRenderer” is a class which keeps track of cells of tables. “UtilityFunctions” is also a class consisting of miscellaneous methods providing different functionalities.
5.10.3 SEEOS Database System

The SEEOS database system consists of 23 tables (see Figure 5.20). These tables contain information about different project attributes. The SEEOS online subsystem contains project information from different organisations and inserts them into the database system.
Each organisation has a user name and password (see Figure 5.21). Each organisation has to input project data such as organisation name, region, organisation type such as public (non-Profit), private (for-profit), and semi-government. Also, the organisation’s line of business such as medical, governmental services, telecommunications, tourism services, public services, education and oil and gas has to be added. Other essential information to be added includes organisation types such as ‘project-oriented’ where the project manager has the highest power in making decisions, ‘matrix’ where the project manager has moderate power in making decisions, and ‘functional’ where the project manager has the lowest level of power in making decisions. Of equal importance is the SEEOS user interface, as well as the information about the developed project such as the project name, application types (core or support),
project duration, the estimated and actual project cost, the estimated and actual effort (man-days), entities such as number of transactions, application specific information (source line of code, process, objects or class diagrams, tables and entities, technology used, application architecture, skill sets and accumulated years of experience), the project’s leadership, and project team cultural characteristics defined with scale point values (see Figure 5.22).

![Figure 5.21: Online system login screen](image)

The online system was implemented using various technologies and software such as Adobe Photoshop 7.0 ME to design the interface. Additionally, Java Server Page (JSP) technology was used to manage the content and the appearance of the system. MySQL DBMS was used to implement the database. The SEEOS data definition and data dictionary are listed in Appendix E. The deployment is supported by NetBeans software version 5.0 which is bundled with Apache Tomcat 5.5. This system was partially funded by the UAE University, 2006.
5.11 SEEOS Validation

The bootstrap subsystem model was developed to enable a simple way of predicting the corrected median effort. This validates the project estimation based on the entry of original analogy effort data, bootstrap sample replication size and effort values. It displays the median bootstrap replications along with the sample median and its standard error. The input interface of the system consists of:

- effort data (number of analogy),
- bootstrap sample replication size value,
- effort values.
The system outputs are replicates of data, mean, median and bias (see Figure 5.23).

![Bootstrap user interface](image)

Figure 5.23: Bootstrap user interface

### 5.12 Summary

This chapter introduced the proposed system architecture and implementation of the augmented CBR model. The system uses analogy methods and addresses issues related to the accuracy of effort estimation by devising a new model. The model includes cultural and leadership characteristics as well as the project manager’s authority as attributes. These additions increase the accuracy of effort estimation.
The proposed ontology, as well as the culture and leadership parameters, is captured by this model. The behaviour of the model is consistent with that of other models without the inclusion of culture and leadership. Inclusion of these factors shows a difference and results in more accurate estimations, thus enhancing CBR. This chapter also provides an overview of the major components of the SEEOS. This system consists of three subsystems: the analogy subsystem to find the most similar project, the online subsystem used by different organisations to input project data, and the bootstrap subsystem to validate the project result. The system was implemented using Java and a relational database management system. An online subsystem was developed to populate the database with projects attributes gathered from different organisations within the UAE. The model was used and evaluated by several different organisations and was deemed to be a success.
CHAPTER 6

Results and Evaluation of the Model

6.1 Introduction

The overall concept of the cost estimation model is innovative and contains valuable assets for both public and private sector organisations. The cost estimation model was shown to particular organisations, both government and semi-government and their views were recorded. The general opinion was that the model can be applied for the needs of their organisations. Leaders and managers are keen and enthusiastic to seriously consider and implement more advanced models of software cost estimation. Many organisations were interested in piloting the system due to its applicability to governmental projects. The cost estimation model was also reviewed and examined by IT organisations, for whom it was also found to have potential applications.

This research has considered the importance of culture and leadership in software development projects and particularly in effort estimation. The author has established a new cost estimation model based on Case Based-Reasoning and Ontology-based systems to provide a common understanding of project parameters and semantics, as discussed in Chapters 4 and 5. This new model includes leadership and cultural attributes in an attempt to enhance effort estimation. Appendix D presents statistical analysis of the usefulness of cultural and leadership characteristics in estimating software effort. It also investigates the distribution of cultural and leadership characteristics in UAE-based
organisations and their relationship to actual effort and other project attributes, using data from the surveys.

This chapter establishes the importance of leadership and culture in effort estimation. Statistical analysis indicates that effort in core and support systems interact differently with leadership and culture. Moreover, analysis shows that adding leadership and cultural factors to CBR substantially improves the precision of effort estimation.

This chapter specifically presents an evaluation of the cost estimation model, focusing on strengths, weaknesses and potential improvements. An evaluation of the model was carried out to ensure that the development model is useful and reliable in the sense that it can improve cost estimation. An evaluation of the model was made to ensure that it is appropriate and efficient when used in the problem domain of this work. User evaluation of the model was also performed to investigate the usefulness and efficiency of the system. Information was gathered using a system evaluation questionnaire distributed within the selected organisations (see Appendix D).

6.2 Overview of the Evaluation Approach

This chapter presents two methods for estimating actual effort based on regression modeling and Estimation by Analogy (EbA). Separate analyses were generated for core and support system projects due to their different functionalities. This approach was suggested by the analysis in Appendix D which showed that it is difficult to find a valid regression model for estimating
actual effort based on all cases. Similarly, this appendix shows that estimation by analogy of the actual effort does not work well using all cases.

Given the importance of total cost as a factor in software development (Hamdan et al., 2005), the estimation of the project’s total cost was also considered using both regression modeling and EbA. The accuracy of estimating the actual effort and the total cost using both regression and analogy were assessed using the jack-knife method. The Bootstrap method was used to adjust the bias of the EbA estimate of actual effort. Finally, the actual effort was estimated using Function Point techniques. This included leadership and culture factors to improve the measurement of the project size.

The subsequent sections discuss which aspects of evaluation are covered and how these will be resolved by predicting actual effort and total skill cost using regression and analogy. This chapter is organised as follows: Section 6.4 presents the estimation of actual effort using regression and EbA and assessment of the accuracy of estimates using the jack-knife method. Section 6.5 describes the use of Bootstrap method to adjust for bias the estimate of actual effort, and the overall prediction is displayed. Section 6.6 describes the estimation of the total skill cost, again using both regression and EbA and assessment of the accuracy of estimates and closes with a conclusion in Section 6.7.

The effort estimation model is appropriate for use by most organisations, as was apparent from the research carried out in the various organisations that were involved in this development process. In addition to the general cost estimation
model, the team culture and leadership characteristics have also been incorporated to obtain an estimation of the effort of software projects.

### 6.3 New factors in the SEEOS system

An evaluation of the whole system, including its cultural and leadership attributes, was carried out to investigate how well the SEEOS system performed in comparison to CBR. As a prediction model, it offers the opportunity to project managers or researchers to take corrective action involving all aspects of effort estimation based on the estimated value. The major drawback is that it does not involve the factors related to effort estimation explicitly, but relies on values of the response variable recorded from rare historical data.

### 6.4 Measuring Project Effort

In the projects considered in this part of the evaluation, government departments developed information systems (applications) to e-enable two types of service: supporting and core systems. Examples of supporting systems are: human resources systems; finance systems; purchasing; document management systems and help desk systems. Supporting services are similar in their functionalities and features across all government departments. Examples of core systems are: fire alarm systems in a civil defence department; flight information systems in a civil aviation department and traffic management systems in police departments.

It is quite difficult to estimate the cost of these services since they have unique functionalities and features. However, in a few cases it was found that some of
the functionalities and features in core systems are similar across government departments. For example, all of the above-mentioned systems require a payment module which is similar in those departments. Yet, it was found that 60% of the IT budgets in government departments are spent on supporting services (Hamdan, at el., 2005). The point here is that it would be very reasonable to use a CBR model for software cost estimation for the government departments.

The core systems were detached from supporting systems and treated along with their domain business (lines of business) to see their effect on the effort estimation. A particular problem was the complexity of some of the projects. This often required test data sets to be split.

The validation of the Estimation by Analogy (EbA) model by jack-knife procedure is based on the $E_A$ (actual) and $E_E$ (estimated) values of the total effort amount. Two measures of local error (Table 6.1) are calculated:

1. The magnitude of relative error (MRE) by Conte et al. (1986).
2. The magnitude of relative error to the estimate (MER) by Kitchenham et al. (2001).

$$MRE = \frac{|E_A - E_E|}{E_A} \quad MER = \frac{|E_A - E_E|}{E_E}$$

Table 6.1: Local accuracy measures

The aforementioned local measures are the basis for the estimation of the global predictive accuracy measures MMRE, pred_{mre25}, MMER and pred_{mer25} (see Table 6.2).
If the MMRE (or MMER) is small, then these are a good set of predictions. A usual criterion for accepting a prediction method as good is that it has a $MMRE \leq 0.25$ (the same for MMER). The opposite is the case for the $pred_{mre25}$ (or $pred_{mer25}$) accuracy measure. A standard criterion for considering a method as acceptable is $pred_{mre25} \geq 0.75$ (the same for $pred_{mer25}$).

Next, two methods for predicting effort are presented. The first is based on regression modelling and the second method is based on analogy.

### 6.4.1 Predicting Effort using Regression

Linear regression was used to evaluate the SEEOS model. The actual effort is a dependent variable with one or more predictors (culture and leadership). The actual effort along with cultural and leadership variables was transformed by a logarithmic function to reduce variability. Moreover, the distribution of the data in the logarithmic scale is closer to the normal distribution than is the actual effort in man-days; this is essential since the linear regression model works better with normal variables. Many important features need close scrutiny in order to predict the cost of a software project. Effort and duration are among many features that require such in-depth study. Usually, the regression models give good results, but the variables have to be transformed first.
The dataset was split according to application type: “Supporting” applications are the systems which support the internal (shared) services in any organisation. These applications are not linked directly to the organisation mission and vision, rather they enhance the efficiency, effectiveness and the performance of the supporting services. Those systems share similar features across the government departments.

“Core” applications exist to help to achieve the mission and vision of the organisations and to satisfy their core purpose. The features of these applications are unique. Organisations with a similar line of business could share similar features. The regression equation for the core applications shows improvement in actual effort, built on 19 cases that were studied.

The model summary for support systems shows the strength of the relationship between the cultural and leadership results and the dependent variable with a multiple correlation coefficient $r = 0.94$ (see Table 6.3). The model explains 75.6% of the variability of the dependent variable LNEffort ($p$-value $<0.007$), while the coefficients are presented in Table 6.4. The histogram and the P-P plot of the standardised residuals (see Figure 6.1), show a close to normal distribution. Shapiro-Wilk test of normality on unstandardized residuals (Pallant, 2005) show a ($p$-value $>0.62$), which in turn, shows validity of normality assumption.

After attempting regressions with different predictors of subsets, including projects' leadership and team culture attributes, the following predictors were selected for support systems:
• Development tools (programming languages)
• System analyst skills
• Organisational type
• Interaction and relationships
• Ability to motivate
• Communication skills
• Collaboration (interpersonal relationships)
• Reward mechanisms
• Communications
• Team experience

The final model for support systems is:

\[
\text{LNEffort\_Actual = 7.55 - 0.400 \text{ Tools\_Language} + 0.357 \text{ Programming\_System\_Analyst} + 0.455 \text{ OrgType} - 0.723 \text{ Interaction} + 0.537 \text{ Motivation} + 0.901 \text{ Communicationskill} - 0.830 \text{ ImpersonalRelation} - 0.741 \text{ RewardMechanism} + 0.706 \text{ Communications} - 0.257 \text{ TeamExperience}}
\]

The model summary is shown in Table 6.3, and the coefficients of the linear model are shown in Table 6.4. Figure 6.1 shows the histogram and P-P plot for the standardized residuals.
A multiple regression analysis was performed for the core applications. The model is summarised in Table 6.5. The model explains 72% of variability of the dependent variable actual effort (p-value <0.002), while the coefficients are presented in Table 6.6. The histogram and the P-P plot of the standardized residuals (see Figure 6.2), show a close to normal distribution. The Shapiro-Wilk test of normality on unstandardized residuals shows a (p-value >0.36), which in turn, shows validity of normality assumption.

The following predictors were selected for core systems:

- Organisation’s line of business
- Total skills (accumulated experience)
- Application architecture
- Ability to motivate
- Active thinking
- Collaboration (interpersonal relationships)
- Development tools (programming languages)

The final model for core systems is:

\[
\text{LNEffort_Actual} = 3.19 - 0.214 \text{ OrgLOB} - 0.0537 \text{ Total_Skills} \\
+ 0.612 \text{ App.Architecture} + 0.452 \text{ Motivation} \\
- 0.715 \text{ ActiveThinking} + 0.596 \text{ ImpersonalRelation} \\
+ 0.302 \text{ Tools_Language}
\]
### Table 6.5: Model summary (core systems)

<table>
<thead>
<tr>
<th>Model</th>
<th>R</th>
<th>R Square</th>
<th>Adjusted R Square</th>
<th>Std. Error of the Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.911</td>
<td>.830</td>
<td>.721</td>
<td>.41968</td>
</tr>
</tbody>
</table>

*a. Predictors: (Constant), ImpersonalRelation, Tools_Language, Total_Skills, App_Architecture, OrgLOB, Motivation, ActiveThinking*

### Table 6.6: Coefficients of the linear model (core systems)

<table>
<thead>
<tr>
<th>Mode</th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficients</th>
<th>t</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Constant)</td>
<td>3.188 .923</td>
<td>Beta</td>
<td>3.453 .005</td>
<td></td>
</tr>
<tr>
<td>OrgLOB</td>
<td>-.214 .059</td>
<td>-.668</td>
<td>-3.608 .004</td>
<td></td>
</tr>
<tr>
<td>Total_Skills</td>
<td>-.054 .017</td>
<td>-454</td>
<td>-3.175 .008</td>
<td></td>
</tr>
<tr>
<td>App_Architecture</td>
<td>.612 .177</td>
<td>.516</td>
<td>3.457 .005</td>
<td></td>
</tr>
<tr>
<td>Tools_Language</td>
<td>.302 .148</td>
<td>.368</td>
<td>2.034 .067</td>
<td></td>
</tr>
<tr>
<td>Motivation</td>
<td>.452 .150</td>
<td>.766</td>
<td>3.025 .012</td>
<td></td>
</tr>
<tr>
<td>ActiveThinking</td>
<td>-.715 .156</td>
<td>-1.335</td>
<td>-4.596 .001</td>
<td></td>
</tr>
<tr>
<td>ImpersonalRelation</td>
<td>.596 .196</td>
<td>1.041</td>
<td>3.044 .011</td>
<td></td>
</tr>
</tbody>
</table>

*a. Dependent Variable: LNEffort_Actual*

### Figure 6.2: Histogram and P-P plot for the Standardized Residuals (core systems)

#### 6.4.2 Predicting Effort using Analogy

In order to estimate the dependent variable effort, the k-nearest neighbour (k-NN) method was used. In particular, various numbers of neighbours in the range 1-10 were tried and the nearest neighbour algorithm by (Aha, 1991) was adopted; the unweighted Euclidean distance measure is the most popular and straightforward distance measure that has been previously used with encouraging results in software engineering cost estimation studies (Angelis and Stamelos, 2000; Shepperd and Schofield, 1997). When there are mixed (numerical and categorical) data, a dissimilarity measure can be computed. An
advantage of this measure is that it takes into account the missing values of the projects as well. So, it is believed that this is the most appropriate for missing data. In such a case, the distances are usually calculated using only the available attributes. The measure is suitable for handling those features which are categorical (i.e. nominal or ordinal) or continuous (i.e. interval, ratio or absolute). In this research, the similarities and differences between the different projects’ features and the source case that is nearest the target were identified by measuring the distance between cases. The measure was adapted from Shepperd and Schofield, (1997) as shown in equations 1 and 2.

Let \( x_{ij} \) and \( y_j \) represent the \( j^{th} \) attributes of cases \( i \) and the new case

\[
d_{new,j} = \sum_{j=1}^{J} w_j \delta \left( Y_j - X_{ij} \right)^{1/2}
\]

(1)

where

\[
\delta(Y_j - X_{ij}) = \begin{cases} (y_j - x_{ij})^2 & \text{if } y_j \text{ and } x_{ij} \text{ are numeric} \\ 0 & \text{if } y_j = x_{ij} \text{ and } y_j, x_{ij} \text{ are categorical} \\ 1 & \text{if } y_j \neq x_{ij} \text{ and } y_j, x_{ij} \text{ are categorical} 
\end{cases}
\]

(2)

and \( w_j \) is an appropriate weight

The following similarity measure was used to extract the most similar cases to the new one (a project other than the 38 used as historical cases). For example, if we apply this to case C32 with \( Y \) being the new case (on the 30 attributes), the similarity is:

\[
sim(32, Y, 30) = \frac{1}{\sqrt{d_{new,32}}} = \frac{1}{\sqrt{1 + 1 + 0 + 1 + (6 - 6)^2 + \ldots}}
\]

(3)

The unknown effort (of the new case) is estimated by a location statistic (mean, median) of those “neighbour” cases, which in this case are the nine values obtained. Here, the median, 600, was used. Regarding the evaluation of the
predictive accuracy for the EbA method, the jack-knife procedure was adopted (Kohavi, 1995).

In order to select the appropriate number of analogies the jack-knife technique was applied from one up to ten analogies and the MMRE, MRE, and pred25 accuracy measures were calculated for each of the cases in the whole dataset. It was decided to use one analogy for the predictions, i.e. a number that minimised the MMRE and gave relatively reasonable results for the measures. The values of the effort for the selected cases were: 320, 105, 138, 324, 600, 750, 1250, 1295, and 1300. It appeared that 9 neighbours were a good choice for the construction of EbA model.

Assume (y) is a new case with actual effort 582. First of all, take the absolute value of (actual – estimate) / actual. After applying analogy to estimate the last project (jack-knife y), case 1 is found to be the most similar and 320 is the estimate. However, the true value is 582. So, the relative error for analogy is abs((320 – 582) / 582). The MER will be calculated based on the procedure (actual – estimate) / estimate. So, the MER is abs((582 – 320) / 320) for the first project (see Table 6.7).

<table>
<thead>
<tr>
<th>OrgNo</th>
<th>Project</th>
<th>OrgSize</th>
<th>OrgLOB</th>
<th>OrgType</th>
<th>Duration</th>
<th>Tools</th>
<th>Language</th>
<th>DBMS</th>
<th>Decision</th>
<th>Communication</th>
<th>TeamExp</th>
<th>Actual Effort</th>
<th>MRE</th>
<th>MER</th>
</tr>
</thead>
<tbody>
<tr>
<td>29</td>
<td>Telematics</td>
<td>60</td>
<td>4</td>
<td>2</td>
<td>19</td>
<td>1</td>
<td>2</td>
<td>7</td>
<td>8</td>
<td>8.0</td>
<td>1.00</td>
<td>320</td>
<td>45.12%</td>
<td>81.88%</td>
</tr>
<tr>
<td>28</td>
<td>E-Archive</td>
<td>4,000</td>
<td>2</td>
<td>3</td>
<td>11</td>
<td>3</td>
<td>2</td>
<td>7</td>
<td>6</td>
<td>8.0</td>
<td>0.50</td>
<td>1,300</td>
<td>123.33%</td>
<td>55.23%</td>
</tr>
<tr>
<td>38</td>
<td>Well Project</td>
<td>2,296</td>
<td>7</td>
<td>2</td>
<td>7</td>
<td>3</td>
<td>3</td>
<td>8</td>
<td>6</td>
<td>8.0</td>
<td>0.45</td>
<td>600</td>
<td>3.59%</td>
<td>2.96%</td>
</tr>
<tr>
<td>4</td>
<td>Fuller Glass</td>
<td>1,200</td>
<td>7</td>
<td>2</td>
<td>55</td>
<td>3</td>
<td>3</td>
<td>8</td>
<td>3</td>
<td>8.0</td>
<td>0.44</td>
<td>139</td>
<td>12.24%</td>
<td>32.74%</td>
</tr>
<tr>
<td>34</td>
<td>Al Ain Music</td>
<td>2,000</td>
<td>7</td>
<td>2</td>
<td>12</td>
<td>3</td>
<td>4</td>
<td>7</td>
<td>6</td>
<td>8.0</td>
<td>0.42</td>
<td>1,200</td>
<td>114.78%</td>
<td>51.44%</td>
</tr>
<tr>
<td>40</td>
<td>Daman Insur</td>
<td>2,296</td>
<td>7</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>8</td>
<td>8</td>
<td>8.0</td>
<td>0.40</td>
<td>324</td>
<td>44.33%</td>
<td>79.63%</td>
</tr>
<tr>
<td>30</td>
<td>Project Bus</td>
<td>300</td>
<td>8</td>
<td>1</td>
<td>24</td>
<td>3</td>
<td>3</td>
<td>8</td>
<td>5</td>
<td>8.0</td>
<td>0.39</td>
<td>1,200</td>
<td>123.51%</td>
<td>33.58%</td>
</tr>
<tr>
<td>15</td>
<td>Database Ap</td>
<td>16,000</td>
<td>7</td>
<td>2</td>
<td>9</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>6</td>
<td>7.0</td>
<td>0.37</td>
<td>750</td>
<td>28.87%</td>
<td>22.45%</td>
</tr>
<tr>
<td>1</td>
<td>Financial (JD)</td>
<td>1,900</td>
<td>7</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>8</td>
<td>9</td>
<td>8.0</td>
<td>0.37</td>
<td>105</td>
<td>81.96%</td>
<td>454.29%</td>
</tr>
<tr>
<td>24</td>
<td>ERP</td>
<td>1,500</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>8</td>
<td>9</td>
<td>8.0</td>
<td>0.37</td>
<td>1,200</td>
<td>126.18%</td>
<td>51.50%</td>
</tr>
<tr>
<td>32</td>
<td>Planning and</td>
<td>167</td>
<td>2</td>
<td>1</td>
<td>16</td>
<td>3</td>
<td>3</td>
<td>8</td>
<td>7.5</td>
<td>7.5</td>
<td>6.0</td>
<td>582</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| Table 6.7: The dataset example |
Three separate groups of independent variables were involved in the procedures. The models that were tried, included, in addition to the other attributes were:

\[
\begin{align*}
\text{effort} &= f(\text{Project's leadership characteristics, other attributes}) \\
\text{effort} &= f(\text{Project team culture, other attributes}) \\
\text{effort} &= f(\text{Both groups of characteristics})
\end{align*}
\]

The analogy was applied to the original data, to some and to all of the variables while effort was a dependent variable. Table 6.8 below shows the results of EbA models on the datasets. The accuracy measures derived from the jack-knife procedure are higher than those derived from regression models but better than those derived from variables when cultural and leadership were not included or when only cultural and leadership were present.
### Table 6.8: Effort accuracy measures on all cases

<table>
<thead>
<tr>
<th></th>
<th>MMRE</th>
<th>MMER</th>
<th>MdMRE</th>
<th>MdMER</th>
<th>Pred25mre</th>
<th>Pred25mer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>99.3%</td>
<td>117.3%</td>
<td>73.6%</td>
<td>67.7%</td>
<td>15.8%</td>
<td>15.8%</td>
</tr>
<tr>
<td>2</td>
<td>109.5%</td>
<td>113.1%</td>
<td>69.7%</td>
<td>67.6%</td>
<td>18.4%</td>
<td>17.1%</td>
</tr>
<tr>
<td>3</td>
<td>133.9%</td>
<td>121.3%</td>
<td>70.7%</td>
<td>68.5%</td>
<td>16.7%</td>
<td>15.8%</td>
</tr>
<tr>
<td>4</td>
<td>132.8%</td>
<td>120.5%</td>
<td>71.4%</td>
<td>67.3%</td>
<td>18.4%</td>
<td>17.1%</td>
</tr>
<tr>
<td>5</td>
<td>135.3%</td>
<td>132.4%</td>
<td>71.5%</td>
<td>69.0%</td>
<td>17.9%</td>
<td>16.8%</td>
</tr>
<tr>
<td>6</td>
<td>138.1%</td>
<td>135.1%</td>
<td>71.7%</td>
<td>71.1%</td>
<td>17.1%</td>
<td>17.1%</td>
</tr>
<tr>
<td>7</td>
<td>137.0%</td>
<td>131.8%</td>
<td>71.7%</td>
<td>70.2%</td>
<td>16.0%</td>
<td>17.3%</td>
</tr>
<tr>
<td>8</td>
<td>136.3%</td>
<td>134.0%</td>
<td>71.5%</td>
<td>70.0%</td>
<td>18.1%</td>
<td>17.8%</td>
</tr>
<tr>
<td>9</td>
<td>131.5%</td>
<td>130.4%</td>
<td>70.8%</td>
<td>68.5%</td>
<td>18.7%</td>
<td>19.0%</td>
</tr>
<tr>
<td>10</td>
<td>130.7%</td>
<td>129.5%</td>
<td>69.9%</td>
<td>69.2%</td>
<td>18.4%</td>
<td>18.4%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>MMRE</th>
<th>MMER</th>
<th>MdMRE</th>
<th>MdMER</th>
<th>Pred25mre</th>
<th>Pred25mer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>94.3%</td>
<td>114.2%</td>
<td>55.2%</td>
<td>62.2%</td>
<td>28.9%</td>
<td>28.9%</td>
</tr>
<tr>
<td>2</td>
<td>109.9%</td>
<td>138.3%</td>
<td>67.9%</td>
<td>67.6%</td>
<td>22.4%</td>
<td>21.1%</td>
</tr>
<tr>
<td>3</td>
<td>103.6%</td>
<td>119.6%</td>
<td>65.8%</td>
<td>59.1%</td>
<td>22.8%</td>
<td>22.8%</td>
</tr>
<tr>
<td>4</td>
<td>133.9%</td>
<td>117.8%</td>
<td>67.6%</td>
<td>66.6%</td>
<td>23.0%</td>
<td>21.1%</td>
</tr>
<tr>
<td>5</td>
<td>132.1%</td>
<td>119.9%</td>
<td>68.9%</td>
<td>67.6%</td>
<td>20.0%</td>
<td>18.9%</td>
</tr>
<tr>
<td>6</td>
<td>136.7%</td>
<td>124.1%</td>
<td>70.0%</td>
<td>67.6%</td>
<td>19.3%</td>
<td>18.0%</td>
</tr>
<tr>
<td>7</td>
<td>138.9%</td>
<td>125.8%</td>
<td>70.8%</td>
<td>69.0%</td>
<td>18.4%</td>
<td>17.7%</td>
</tr>
<tr>
<td>8</td>
<td>137.4%</td>
<td>125.3%</td>
<td>71.8%</td>
<td>67.6%</td>
<td>17.4%</td>
<td>16.8%</td>
</tr>
<tr>
<td>9</td>
<td>139.0%</td>
<td>121.9%</td>
<td>71.4%</td>
<td>67.6%</td>
<td>17.5%</td>
<td>17.3%</td>
</tr>
<tr>
<td>10</td>
<td>136.3%</td>
<td>122.4%</td>
<td>71.2%</td>
<td>67.6%</td>
<td>17.6%</td>
<td>17.4%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>MMRE</th>
<th>MMER</th>
<th>MdMRE</th>
<th>MdMER</th>
<th>Pred25mre</th>
<th>Pred25mer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>136.9%</td>
<td>117.4%</td>
<td>66.8%</td>
<td>78.5%</td>
<td>15.8%</td>
<td>18.4%</td>
</tr>
<tr>
<td>2</td>
<td>133.1%</td>
<td>140.8%</td>
<td>67.4%</td>
<td>66.9%</td>
<td>14.5%</td>
<td>14.5%</td>
</tr>
<tr>
<td>3</td>
<td>126.1%</td>
<td>146.4%</td>
<td>69.2%</td>
<td>69.5%</td>
<td>14.9%</td>
<td>14.0%</td>
</tr>
<tr>
<td>4</td>
<td>125.8%</td>
<td>146.0%</td>
<td>66.6%</td>
<td>70.3%</td>
<td>16.4%</td>
<td>16.4%</td>
</tr>
<tr>
<td>5</td>
<td>135.8%</td>
<td>141.3%</td>
<td>70.7%</td>
<td>70.9%</td>
<td>16.3%</td>
<td>16.3%</td>
</tr>
<tr>
<td>6</td>
<td>136.1%</td>
<td>132.3%</td>
<td>68.8%</td>
<td>69.5%</td>
<td>18.0%</td>
<td>18.4%</td>
</tr>
<tr>
<td>7</td>
<td>131.8%</td>
<td>123.1%</td>
<td>65.1%</td>
<td>67.4%</td>
<td>19.2%</td>
<td>19.5%</td>
</tr>
<tr>
<td>8</td>
<td>135.9%</td>
<td>141.8%</td>
<td>68.8%</td>
<td>67.6%</td>
<td>18.4%</td>
<td>18.4%</td>
</tr>
<tr>
<td>9</td>
<td>132.7%</td>
<td>124.1%</td>
<td>67.4%</td>
<td>67.6%</td>
<td>18.4%</td>
<td>18.7%</td>
</tr>
<tr>
<td>10</td>
<td>137.2%</td>
<td>119.1%</td>
<td>67.0%</td>
<td>67.2%</td>
<td>19.2%</td>
<td>20.0%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>MMRE</th>
<th>MMER</th>
<th>MdMRE</th>
<th>MdMER</th>
<th>Pred25mre</th>
<th>Pred25mer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>115.8%</td>
<td>97.1%</td>
<td>60.4%</td>
<td>68.8%</td>
<td>26.3%</td>
<td>26.3%</td>
</tr>
<tr>
<td>2</td>
<td>98.6%</td>
<td>111.5%</td>
<td>61.7%</td>
<td>72.0%</td>
<td>19.7%</td>
<td>19.7%</td>
</tr>
<tr>
<td>3</td>
<td>107.8%</td>
<td>104.4%</td>
<td>65.4%</td>
<td>71.1%</td>
<td>20.2%</td>
<td>20.2%</td>
</tr>
<tr>
<td>4</td>
<td>124.1%</td>
<td>114.3%</td>
<td>69.1%</td>
<td>70.8%</td>
<td>19.7%</td>
<td>19.7%</td>
</tr>
<tr>
<td>5</td>
<td>116.2%</td>
<td>116.6%</td>
<td>68.9%</td>
<td>68.9%</td>
<td>20.5%</td>
<td>20.0%</td>
</tr>
<tr>
<td>6</td>
<td>116.9%</td>
<td>118.0%</td>
<td>67.0%</td>
<td>69.1%</td>
<td>20.2%</td>
<td>20.6%</td>
</tr>
<tr>
<td>7</td>
<td>118.1%</td>
<td>119.1%</td>
<td>68.5%</td>
<td>69.8%</td>
<td>18.8%</td>
<td>18.8%</td>
</tr>
<tr>
<td>8</td>
<td>142.5%</td>
<td>142.1%</td>
<td>68.5%</td>
<td>68.7%</td>
<td>19.4%</td>
<td>19.4%</td>
</tr>
<tr>
<td>9</td>
<td>120.0%</td>
<td>120.4%</td>
<td>68.1%</td>
<td>69.6%</td>
<td>19.6%</td>
<td>19.0%</td>
</tr>
<tr>
<td>10</td>
<td>123.3%</td>
<td>123.8%</td>
<td>69.2%</td>
<td>71.1%</td>
<td>16.7%</td>
<td>18.4%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>MMRE</th>
<th>MMER</th>
<th>MdMRE</th>
<th>MdMER</th>
<th>Pred25mre</th>
<th>Pred25mer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>134.4%</td>
<td>96.8%</td>
<td>55.7%</td>
<td>67.4%</td>
<td>28.9%</td>
<td>31.6%</td>
</tr>
<tr>
<td>2</td>
<td>122.3%</td>
<td>95.0%</td>
<td>57.6%</td>
<td>69.9%</td>
<td>26.3%</td>
<td>26.3%</td>
</tr>
<tr>
<td>3</td>
<td>124.3%</td>
<td>116.5%</td>
<td>61.6%</td>
<td>72.8%</td>
<td>22.8%</td>
<td>21.1%</td>
</tr>
<tr>
<td>4</td>
<td>123.8%</td>
<td>126.8%</td>
<td>68.7%</td>
<td>72.8%</td>
<td>19.7%</td>
<td>19.1%</td>
</tr>
<tr>
<td>5</td>
<td>123.2%</td>
<td>122.8%</td>
<td>70.0%</td>
<td>70.5%</td>
<td>19.5%</td>
<td>19.5%</td>
</tr>
<tr>
<td>6</td>
<td>125.2%</td>
<td>120.1%</td>
<td>70.0%</td>
<td>70.5%</td>
<td>19.7%</td>
<td>19.7%</td>
</tr>
<tr>
<td>7</td>
<td>126.6%</td>
<td>121.6%</td>
<td>69.2%</td>
<td>71.1%</td>
<td>19.2%</td>
<td>19.2%</td>
</tr>
<tr>
<td>8</td>
<td>154.2%</td>
<td>151.3%</td>
<td>71.1%</td>
<td>71.9%</td>
<td>18.4%</td>
<td>18.4%</td>
</tr>
<tr>
<td>9</td>
<td>130.2%</td>
<td>130.1%</td>
<td>69.2%</td>
<td>71.7%</td>
<td>18.7%</td>
<td>19.0%</td>
</tr>
<tr>
<td>10</td>
<td>131.5%</td>
<td>131.6%</td>
<td>70.2%</td>
<td>71.7%</td>
<td>19.2%</td>
<td>18.9%</td>
</tr>
</tbody>
</table>

Next, the (core-support) models were intended to measure predictive accuracy (MMRE, Pred25) with and without cultural and leadership characteristics on the
split cases. The functionalities of these systems are different and should be treated separately. The analogy indeed showed significant differences between cases for the support systems with 90 percent of the cases including cultural and leadership characteristics which improved the analogy. The core applications improved the analogy by 50 percent when the two highest effort cases were removed (see Table 6.9).

There are 19 core projects and 17 support projects in which there are no missing values for the dependent variable.

<table>
<thead>
<tr>
<th>Core Systems</th>
<th>Support Systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>n MMRE MNER MMRE MNER Pref25mm Pref50mm</td>
<td>n MMRE MNER MMRE MNER Pref25mm Pref50mm</td>
</tr>
<tr>
<td>1 106.0% 111.9% 70.5% 87.8% 15.9% 15.6%</td>
<td>1 126.9% 163.2% 68.0% 89.0% 5.3% 0.0%</td>
</tr>
<tr>
<td>2 120.1% 110.0% 76.5% 72.4% 12.2% 12.2%</td>
<td>3 170.4% 135.0% 70.0% 72.0% 10.5% 7.9%</td>
</tr>
<tr>
<td>3 111.9% 102.9% 70.9% 79.9% 16.0% 15.0%</td>
<td>5 145.5% 149.7% 74.1% 73.0% 15.0% 15.0%</td>
</tr>
<tr>
<td>4 113.6% 103.2% 76.1% 82.1% 16.0% 15.3%</td>
<td>6 143.5% 136.5% 71.0% 72.7% 15.0% 16.0%</td>
</tr>
<tr>
<td>5 107.1% 111.0% 67.6% 69.2% 17.9% 18.0%</td>
<td>7 142.9% 138.8% 71.5% 70.9% 16.7% 16.7%</td>
</tr>
<tr>
<td>6 110.1% 112.9% 63.5% 68.8% 16.4% 19.8%</td>
<td>8 129.4% 120.2% 69.4% 69.0% 16.4% 17.1%</td>
</tr>
<tr>
<td>7 108.2% 110.0% 63.7% 68.3% 20.3% 20.3%</td>
<td>9 129.5% 120.7% 68.8% 69.0% 17.0% 17.5%</td>
</tr>
<tr>
<td>8 105.0% 106.2% 62.9% 65.4% 21.7% 21.1%</td>
<td>10 132.6% 123.4% 68.9% 69.4% 17.4% 16.9%</td>
</tr>
<tr>
<td>9 102.4% 101.0% 62.4% 61.9% 22.2% 21.6%</td>
<td>10 132.6% 123.4% 68.9% 69.4% 17.4% 16.9%</td>
</tr>
<tr>
<td>10 101.2% 104.5% 62.7% 62.9% 21.0% 20.5%</td>
<td>10 132.6% 123.4% 68.9% 69.4% 17.4% 16.9%</td>
</tr>
</tbody>
</table>

Table 6.9: Effort accuracy measures for core and support systems

In the presence of correlated independent variables, the regression coefficient may not be meaningful. The negative coefficients in equations do not reflect the true effects of independent variables. The fitting accuracy of the model is presented in Table 6.10 and Table 6.11. In order to evaluate the predictive
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accuracy, the jack-knife procedure was used. Then two different MMRE were calculated:

1) The "fitting" MMRE: this is calculated by the regression procedure in SPSS.

The "Unstandardized" predicted values are computed for the data that were used to fit the model and these are in fact the predicted logarithm of the efforts. The computed MREs are therefore given by:

\[
\frac{e^{predicted} - e^{LN(effort)}}{e^{LN(effort)}}
\]

Next, the mean of all MREs gives the MMRE.

2) The "predictive" MMRE: this is computed when the jack-knife procedure is applied and it can be also be computed in SPSS by the "deleted" residuals. These residuals (say r) are computed as the differences \( r = \ln(effort) - \text{predict} \);

but here the prediction is made for each case when this is deleted from the data. So by computing first: \( \text{Predicted} = \ln(effort) - r \)

The jack-knife MRE is:

\[
MRE = \frac{e^{predicted} - e^{LN(effort)}}{e^{LN(effort)}}
\]

The mean and median of all MRE is the predictive MMRE. After calculating both MMRE and MMER, the corresponding pred25 measure for them.

<table>
<thead>
<tr>
<th></th>
<th>Fitting Accuracy</th>
<th>Predictive Accuracy</th>
<th>EbA best model (n=8)</th>
<th>Predictive Accuracy</th>
<th>EbA best model (n=9)</th>
<th>Predictive Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>MMRE</td>
<td>MdMMRE</td>
<td>MMER</td>
<td>MdMMER</td>
<td>predMMRE25</td>
<td>predMMER25</td>
</tr>
<tr>
<td>Regression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fitting Accuracy</td>
<td>20%</td>
<td>17%</td>
<td>21%</td>
<td>19%</td>
<td>79%</td>
<td>68%</td>
</tr>
<tr>
<td>Predictive Accuracy</td>
<td>56%</td>
<td>47%</td>
<td>57%</td>
<td>45%</td>
<td>16%</td>
<td>26%</td>
</tr>
<tr>
<td>EbA best model (n=8)</td>
<td>Predictive Accuracy</td>
<td>129%</td>
<td>120%</td>
<td>69%</td>
<td>68%</td>
<td>16%</td>
</tr>
<tr>
<td>Regression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fitting Accuracy</td>
<td>24%</td>
<td>17%</td>
<td>25%</td>
<td>21%</td>
<td>74%</td>
<td>74%</td>
</tr>
<tr>
<td>Predictive Accuracy</td>
<td>42%</td>
<td>28%</td>
<td>44%</td>
<td>30%</td>
<td>37%</td>
<td>42%</td>
</tr>
<tr>
<td>EbA best model (n=9)</td>
<td>Predictive Accuracy</td>
<td>102%</td>
<td>101%</td>
<td>62%</td>
<td>62%</td>
<td>22%</td>
</tr>
</tbody>
</table>

Table 6.10: Accuracy measures for the linear regression model (support systems)

<table>
<thead>
<tr>
<th></th>
<th>Fitting Accuracy</th>
<th>Predictive Accuracy</th>
<th>EbA best model (n=9)</th>
<th>Predictive Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fitting Accuracy</td>
<td>24%</td>
<td>17%</td>
<td>25%</td>
<td>21%</td>
</tr>
<tr>
<td>Predictive Accuracy</td>
<td>42%</td>
<td>28%</td>
<td>44%</td>
<td>30%</td>
</tr>
<tr>
<td>EbA best model (n=9)</td>
<td>Predictive Accuracy</td>
<td>102%</td>
<td>101%</td>
<td>62%</td>
</tr>
</tbody>
</table>

Table 6.11: Accuracy measures for the linear regression model (core systems)
The comparison of the two models shows that the linear regression model outperforms EbA for all support and core systems measures. On the other hand, analysis of the completed projects, including leadership and cultural attributes appears to provide better results. Regression and analogy performed better when cases were split and selected as core and support systems.

6.5 Bootstrap and Bias Techniques

The Bootstrap is a computer-based method for the estimation of standard error (SE), bias, confidence intervals, and other measures of statistical accuracy (Efron and Tibshirani, 1993). The computations show how useful and simple the bootstrap is in estimating the median effort and its standard error. The use of Bootstrap in estimating the effort involved in a given project along with certain methods like analogies and regression using real historical data, is of great interest due to difficulties in describing quantitative concepts such as effort, which are rather abstract when it comes to measuring. On the other hand, these methods require very little in terms of mathematical background and assumptions, but rely on computing power instead. The Bootstrap can calculate standard errors for statistics that theory does not easily handle and is a method which is widely used nowadays. The approach is general, yet simple and instructive. It has found use on the robust estimation, sampling, and a variety of other applications.

For example, an unknown parameter $\theta = \mu(F)$ is estimated by $\hat{\theta} = s(x)$ on the basis of a random sample $x = (x_1, x_2, \ldots, x_n)$ from the probability distribution $F$. 
(see Figure 6.3). This shows the procedure used by the Bootstrap to estimate the standard error of $s(x)$.

Here $\hat{se}_{boot}(s(x^*))$ is the sample standard deviation of $s(x^*_k), k=1,\ldots,B$. Generally, the Bootstrap gives adequate results for $B$ (# of replications) between 25 and 200 (Efron and Tibshirani, 1986). A bootstrap sample $x^*=(x^*_1, x^*_2, \ldots, x^*_B)$ is a random sample of size $n$ drawn $\hat{F}$. For the Bootstrap SE estimate, it is known that $\hat{F} \hat{se}_{boot}(s(x^*)) = se_{F}(\hat{\theta})$. Here $\hat{F}$ indicates the empirical distribution, and the limit of the left side is the ideal (but not fully accurate) estimate of the SE of $s(x^*)$. In fact, the success of the bootstrapping is partially due to the fact that $\hat{F}$ is consistent for $F$.

In theory, Bootstrap estimates the standard deviation of the sample median. This is normally given by the standard error of the sample median $s(x)$, i.e. using the distribution of the median which is not obvious. The Bootstrap estimate of the standard error (calculated for the sample median) gives an easy and practical answer. A Minitab macro (Bootstrap) was written to do the sampling and calculations. The median Bootstrap replications were then displayed along
with the sample median and the SE of the Bootstrap estimate. The algorithm used for the macro Bootstrap is given below (Bellout, Harbi, and Hamdan, 2006).

\[
\begin{align*}
\text{Declare column variables } x, y, \text{ md, mdt, seboot, med} \\
\text{Declare constant variables } b, \text{ szx, i} \\
\text{Count } x \text{ and store the result in } \text{szx} \\
\text{do } i = 1 : b \\
\text{sample } \text{szx} \text{ elements from } x \text{ with replacement and store them in } y \\
\text{Find the median of } y \text{ and store it in } \text{mdt}. \\
\text{let } \text{md}(i) = \text{mdt}(1) \\
\text{enddo} \\
\text{Find the standard deviation of } \text{md} \text{ and store it in } \text{seboot} \\
\text{Find the median of } x \text{ and store it in } \text{med} \\
\text{print } \text{md} \\
\text{print } \text{med, seboot} \\
\text{Plot the histogram of } \text{md}
\end{align*}
\]

The execution of the macro using Minitab gave: \( \text{s}(x) = 600 \) and \( \text{se}_\text{boot}(\text{s}(x^*)) = 348 \). How good is this estimate? Compare it to \( \text{se}_\text{f}(\hat{\theta}^*) \), which is obtained from the sampling distribution of \( \text{s}(x^*) \) bootstrap replications (see Table 6.12).

<table>
<thead>
<tr>
<th>bootstrap estimate</th>
<th>median ( \text{Row} )</th>
<th>( \text{se} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>600</td>
<td>348.742</td>
</tr>
</tbody>
</table>

Table 6.12: The bootstrap estimate

This section computes the standard of the bootstrap median based on all possible bootstrap samples, \( 9^0 \) samples.

\[
p_i = P\{\text{s}(x^*) = x_{(i)}\} = \sum_{j=0}^{9} \left[ \text{Bi}(j; 9; \frac{i-1}{9}) - \text{Bi}(j; 9; \frac{i}{9}) \right]
\]

The results are given in Table 6.13:
The previous distribution gives $\text{se}_f(\hat{\theta}^*) = 349.5$ which is very close to the Bootstrap estimate obtained earlier. To have more insight about these estimates, histograms were constructed of the 200 replications used in the bootstrap estimate and also of 200 observations generated from the previous distribution of $s(x^*)$. These turned out to be similar (see Figure 6.4).

![Histogram of md](image1)

![Histogram of median bootstrap replication](image2)

**Figure 6.4: Simulated and Bootstrap histograms of the median distribution**

The Bootstrap estimate of the median bias was used to estimate the bias of the sample median (which is 600 here, as seen earlier). A Minitab macro (bootstrap bias), was written to display the bias bootstrap replications along with the sample median and its bootstrap estimate of the bias. The execution of the macro bootstrap bias gave $\text{bias}_{\text{boot}}(s(x^*)) = 18.5$ which is the bootstrap estimate of the median bias. The Bootstrap estimate of the bias is as shown (see Table 6.14):

<table>
<thead>
<tr>
<th>x(l)</th>
<th>p(l)</th>
</tr>
</thead>
<tbody>
<tr>
<td>105</td>
<td>0.0014493</td>
</tr>
<tr>
<td>138</td>
<td>0.0289240</td>
</tr>
<tr>
<td>320</td>
<td>0.1144725</td>
</tr>
<tr>
<td>324</td>
<td>0.2206611</td>
</tr>
<tr>
<td>600</td>
<td>0.2689862</td>
</tr>
<tr>
<td>750</td>
<td>0.2206611</td>
</tr>
<tr>
<td>1250</td>
<td>0.1144725</td>
</tr>
<tr>
<td>1295</td>
<td>0.0289240</td>
</tr>
<tr>
<td>1300</td>
<td>0.0014493</td>
</tr>
</tbody>
</table>

Table 6.13: The sampling distribution of the sample median
This positive value suggests that the sample median (of 600) overestimates the actual median, and needs correction. A validation operation is then needed and the corrected median is then $s(x)\text{ corrected} = 600 - \hat{bias}_{\text{boot}}(s(x)) = 600 - (18.5)$. So the estimate (prediction in fact) of the “effort” for the new project is: $s(x)\text{ corrected} = 581.5$ (very close to the actual effort 582 and the median effort 600). The corrected median is then 582 person-days.

The Bootstrap provides re-sampling methods that are widely used to estimate parameters and evaluate the biases and the errors of estimation with little or no assumptions about the underlying distribution. When applied to the problem of project effort estimation it gives good results close to the actual effort. This approach is general, yet is simple and instructive. Its success is partially due to its ease of implementation and nonparametric nature. The Bootstrap estimate of the bias in estimating the actual effort is used to adjust and correct estimates of actual efforts.

### 6.6 Measuring Project Budget: Total Skill Cost

Total cost is computed as total cost for the complete project. This involves each skill set and the amount of work on the project for a period of time (in years). The attribute 'man-year' was calculated by the number of skilled staff and the number of years. In this study, the rate was sourced as in Janulaitis (2005),

<table>
<thead>
<tr>
<th>bootstrap estimate of the Row median</th>
<th>bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>600</td>
</tr>
</tbody>
</table>

Table 6.14: The bootstrap bias estimate
along with a study of comparative salaries. The cost was a multiplication of rate per month by 12 months and by man-years. This was repeated with other skills. The total skill cost was calculated by adding all costs. The person-days (effort) was calculated in days (see Table 6.15). The days in a year are approximately 185 excluding holidays and could vary in some workplaces.

<table>
<thead>
<tr>
<th>Skills</th>
<th>No</th>
<th>years</th>
<th>Person-Years</th>
<th>Days/year</th>
<th>Person-Days</th>
<th>rate/M</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analyst</td>
<td>10</td>
<td>4</td>
<td>40</td>
<td>185</td>
<td>14800</td>
<td>40000</td>
<td>19,200,000</td>
</tr>
<tr>
<td>DB Desn</td>
<td>5</td>
<td>3</td>
<td>15</td>
<td>60000</td>
<td>6,300,000</td>
<td>35000</td>
<td>30,000</td>
</tr>
<tr>
<td>Network</td>
<td>10</td>
<td>2</td>
<td>20</td>
<td>185</td>
<td>14800</td>
<td>30000</td>
<td>7,200,000</td>
</tr>
<tr>
<td>Project Manager</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>60000</td>
<td>30000</td>
<td>2,880,000</td>
</tr>
<tr>
<td>QA</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>360,000</td>
<td></td>
<td>360,000</td>
</tr>
<tr>
<td>Total</td>
<td>27</td>
<td>80</td>
<td>185</td>
<td>14800</td>
<td></td>
<td></td>
<td>$35,940,000</td>
</tr>
</tbody>
</table>

Table 6.15: Total actual project cost for sample project

A model was built with the total skill cost as the dependent variable. The descriptive statistics of the dependent variable are presented in Table 6.16. There are 41 projects with no missing values for the dependent variable. In order to test the null hypothesis that the dependent variable comes from the normal distribution, the One-Sample Kolmogorov-Smirnov procedure (see Table 6.17) and plots were used (see Figure 6.5). There is evidence that the dependent variable does not follow the normality so transformations of the variables are required. Logarithmic transformation was utilised in order to achieve the normality.

<table>
<thead>
<tr>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Skill Cost</td>
</tr>
<tr>
<td>N</td>
</tr>
<tr>
<td>41</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>2320646</td>
</tr>
</tbody>
</table>

Table 6.16: Descriptive statistics for total skill cost
The descriptive statistics of the new dependent variable (LNTotalSkillCost) are presented in Table 6.18. The One-Sample Kolmogorov-Smirnov procedure (see Table 6.19) and plots (see Figure 6.6) show that the new variable follows the normal distribution.
After applying the one-way ANOVA test for the LNTotalSkillCost and the nominal variables of the dataset, it can be seen that Application Architecture has an impact on the dependent variable (sig<0.056) (Table 6.20).
6.6.1 Linear Regression: Total Skill Cost

The dependent variable LNTotalSkillCost was used for the construction of a linear regression model. After the entrance and removal of the Project’s Leadership characteristics and Project Team Culture independent variables, the following predictors were selected:

Project’s Leadership characteristics:
- Interaction and relationships
- Decision-Making
- Communications

Project Team Culture:
- Timeliness
- Job Stability
- Communications

The model explains 48.2 percent (see Table 6.21) of the variability of the dependent variable LNTotalSkillCost (sig<0.000), whereas the coefficients are
presented in Table 6.22. In the histogram of the standardized residuals (Figure 6.9), a slight left skewness is highlighted. The final model is:

\[
\text{LNTotalSkillCost} = 14.848 + 0.532 \times \text{Interaction} + 0.921 \times \text{Decision Making} - 1.250 \times \text{Communication Skill} - 0.245 \times \text{Time Respect} - 0.481 \times \text{Job Stability} + 0.435 \times \text{Communications}
\]

The fitting accuracy of the model is presented in Table 6.23. In order to evaluate the predictive accuracy, the jack-knife procedure was used.

After applying linear regression on the project’s leadership characteristics and project team culture attributes separately, it was concluded that a representative model for the dependent variable LNTotalSkillCost could not be built.

<table>
<thead>
<tr>
<th>Regression</th>
<th>Fitting Accuracy</th>
<th>MMRE</th>
<th>MdMRE</th>
<th>MMER</th>
<th>MdMER</th>
<th>predMRE25</th>
<th>predMER25</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>57.37%</td>
<td>39.32%</td>
<td>53.53%</td>
<td>41.36%</td>
<td>29.00%</td>
<td>24.00%</td>
</tr>
<tr>
<td>EbA best model (n=7)</td>
<td>Predictive Accuracy</td>
<td>72.07%</td>
<td>43.35%</td>
<td>68.33%</td>
<td>49.37%</td>
<td>21.95%</td>
<td>21.95%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>79.65%</td>
<td>49.13%</td>
<td>76.55%</td>
<td>52.96%</td>
<td>24.39%</td>
<td>34.15%</td>
</tr>
</tbody>
</table>

Table 6.23: Accuracy measures for the linear regression model (LNTotalSkillCost)
6.6.2 Estimation by Analogy: Total Skill Cost

Estimation by analogy (EbA) is another technique for the prediction of a dependent variable. Various neighbours were tried out and the results of the jack-knife procedure are presented in Table 6.24. As observed, the optimal number of neighbours varies according to the accuracy measure that needs to be optimised. It would appear that 7 neighbours is a good choice for the construction of an EbA model.

<table>
<thead>
<tr>
<th>No of Neighbors</th>
<th>MMRE</th>
<th>MdMRE</th>
<th>MMER</th>
<th>MdMER</th>
<th>predMRE25</th>
<th>predMER25</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>101.21%</td>
<td>67.34%</td>
<td>168.48%</td>
<td>63.68%</td>
<td>17.07%</td>
<td>17.07%</td>
</tr>
<tr>
<td>2</td>
<td>86.26%</td>
<td>52.34%</td>
<td>95.37%</td>
<td>52.99%</td>
<td>31.71%</td>
<td>26.83%</td>
</tr>
<tr>
<td>3</td>
<td>87.44%</td>
<td>55.17%</td>
<td>96.74%</td>
<td>58.34%</td>
<td>24.39%</td>
<td>21.95%</td>
</tr>
<tr>
<td>4</td>
<td>80.52%</td>
<td>56.65%</td>
<td>87.55%</td>
<td>53.40%</td>
<td>24.39%</td>
<td>24.39%</td>
</tr>
<tr>
<td>5</td>
<td>82.16%</td>
<td>55.41%</td>
<td>82.12%</td>
<td>57.97%</td>
<td>17.07%</td>
<td>19.51%</td>
</tr>
<tr>
<td>6</td>
<td>84.63%</td>
<td>54.43%</td>
<td>80.54%</td>
<td>62.73%</td>
<td>26.83%</td>
<td>24.39%</td>
</tr>
<tr>
<td>7</td>
<td>79.65%</td>
<td>49.13%</td>
<td>76.55%</td>
<td>52.96%</td>
<td>24.39%</td>
<td>34.15%</td>
</tr>
<tr>
<td>8</td>
<td>83.03%</td>
<td>53.23%</td>
<td>78.60%</td>
<td>52.89%</td>
<td>24.39%</td>
<td>24.39%</td>
</tr>
<tr>
<td>9</td>
<td>90.94%</td>
<td>58.60%</td>
<td>78.09%</td>
<td>49.24%</td>
<td>19.51%</td>
<td>21.95%</td>
</tr>
<tr>
<td>10</td>
<td>101.20%</td>
<td>58.33%</td>
<td>74.24%</td>
<td>45.16%</td>
<td>24.39%</td>
<td>21.95%</td>
</tr>
<tr>
<td>11</td>
<td>125.62%</td>
<td>64.80%</td>
<td>78.99%</td>
<td>52.94%</td>
<td>19.51%</td>
<td>21.95%</td>
</tr>
<tr>
<td>12</td>
<td>137.85%</td>
<td>78.91%</td>
<td>81.32%</td>
<td>55.49%</td>
<td>19.51%</td>
<td>21.95%</td>
</tr>
<tr>
<td>13</td>
<td>141.94%</td>
<td>79.94%</td>
<td>80.95%</td>
<td>55.19%</td>
<td>21.95%</td>
<td>19.51%</td>
</tr>
<tr>
<td>14</td>
<td>149.54%</td>
<td>80.75%</td>
<td>82.68%</td>
<td>56.84%</td>
<td>17.07%</td>
<td>17.07%</td>
</tr>
<tr>
<td>15</td>
<td>147.01%</td>
<td>80.36%</td>
<td>80.06%</td>
<td>56.82%</td>
<td>14.63%</td>
<td>19.51%</td>
</tr>
<tr>
<td>16</td>
<td>144.00%</td>
<td>73.10%</td>
<td>78.36%</td>
<td>55.52%</td>
<td>17.07%</td>
<td>19.51%</td>
</tr>
<tr>
<td>17</td>
<td>148.19%</td>
<td>71.72%</td>
<td>79.45%</td>
<td>56.80%</td>
<td>14.63%</td>
<td>17.07%</td>
</tr>
<tr>
<td>18</td>
<td>159.23%</td>
<td>73.38%</td>
<td>78.28%</td>
<td>60.85%</td>
<td>12.20%</td>
<td>17.07%</td>
</tr>
<tr>
<td>19</td>
<td>161.07%</td>
<td>75.69%</td>
<td>75.63%</td>
<td>62.47%</td>
<td>12.20%</td>
<td>14.63%</td>
</tr>
<tr>
<td>20</td>
<td>170.66%</td>
<td>75.14%</td>
<td>78.18%</td>
<td>62.33%</td>
<td>7.32%</td>
<td>9.76%</td>
</tr>
</tbody>
</table>

Table 6.24: Predictive accuracy measures for the EbA model (LNTotalSkillCost)

The comparison of the two models shows that the linear regression model outperforms EbA for MMRE, MdMRE, MMER and MdMER, whereas the opposite is true for the remaining measures. On the other hand, the parametric and non-parametric tests do not provide a statistically significant difference between these measures.
6.7 Summary

In this chapter, two methods for estimating the actual effort and total cost both for core and support system projects were presented and their accuracy was evaluated. Results suggest that better estimates are obtained when cultural and leadership attributes are included in the estimation model. Specifically, the estimation of actual effort improved in 90% of the support system projects and in 50% of the core system projects, when leadership and cultural attributes were added. The bootstrap method was used to adjust and correct the estimate of the analogy cases and showed close results in the actual efforts. Total skill cost may be used as alternative evaluation for software effort estimation due to its importance and significance in predicting the cost model.

In this chapter, an evaluation of the SEEOS system was provided. The system was proved to be a useful and efficient system in a number of ways. It was compared to other techniques and models. Its architecture was also compared to others where new attributes were included and an assessment was made of their importance with respect to the role of software project development. The system was also evaluated on the basis of user feedback and IT managers were involved in suggesting ways of improving the system.

This model delivers an estimation of new projects based on the data and attributes of previous projects. Effort was analysed by regression and analogy. Regression and analogy performed better when projects were split and selected as core and support systems. As an overall analysis of the completed projects, including leadership and cultural attributes, this model appears to give better results with any methods.
CHAPTER 7

Conclusion

7.1 Introduction

This chapter summarises and concludes this thesis. It includes suggestions for future research areas on which the aims of this research have focused. It considers the general applicability of the system, that is, the areas of need to which the cost estimation and the proposed methods are useful. It also reviews the original contribution that has been made in carrying out the completed work. The chapter discusses the overall effectiveness and value of the research. Lastly, a brief review and conclusion to the thesis is presented.

7.2 Aims and Achievements

The primary aims of this research were discussed in Section 1.2 and are briefly summarised here.

1. To investigate the contribution of organisational culture and leadership factors in software project development.

2. To investigate and identify software cost estimation and determine the impact of organisation culture and leadership on the devised model.

3. To identify any software development problems relating to the needs of the Gulf States in particular and the limitations of current software project estimation methods.

4. To fully understand Case-Based Reasoning methods to improve effort estimation in software development projects.
5. To fully explore the importance of organisational culture and leadership factors in software project estimation.

6. To create a new cost estimation model that is applicable for government departments that takes culture and leadership factors into account.

7. To improve CBR and effort estimation in software development projects by capturing the organisational culture and leadership attributes using ontology-based systems.

The aim of this investigation is to develop an accurate and efficient method for software cost estimation based on Case-Based Reasoning in an effort to improve the accuracy of effort estimation by analogy. Based on this research, leadership characteristics, such as the level of interaction and relationships, decision-making, the ability to motivate team members, team members’ characteristics, cultural intelligence, active thinking and communication skills are all shown to be important factors affecting software development. Consequently, when different teams are involved in a project, their cultures and backgrounds affect their effort either positively or negatively. Issues like timeliness, collaboration and team work, cultural intelligence, reward, job stability and communication all affect willingness and enthusiasm towards the success of the work in software development and in estimation software products.

These characteristics result in different problems with various degrees of severity based on the cultural impact of the leader. In the Gulf States, more than elsewhere, culture has a greater role in affecting work performance and the level of dedication found in team leaders.
From the questionnaire and interviews, it is concluded that cost estimation in the Gulf States does not conform to accepted cost models. Instead, it relies mostly on ad hoc expert judgement. Such an approach lacks data maintenance and published guidelines, resulting in variations in measurement cost among projects.

By capturing the cultural dimension, the model that is proposed is capable of accurately estimating software development costs for projects in the Gulf States. Dominant factors are not affected by the presence of various cultural backgrounds. The proposed model can be applied to other cultures and countries. Culture and leadership factors have been recognised as important in positively or negatively affecting cost estimation. The scale is applicable in showing how significant each item is for each culture.

The inclusion of leadership and culture in the cost estimation model constitutes an enhancement and refinement to CBR. It is also an improvement over models that do not take leadership and cultural backgrounds into account in their cost estimation. In this research, two models, one with cultural factors and one without cultural factors, were used. The culture-augmented model (SEEOS) results in significantly more accurate estimations than the one without the cultural attributes.

7.3 Applicability of the Model

The effort estimation model was essentially developed based on CBR which allows for the retrieval of case bases. It would thus be suitable for applications
with different domain data and in different lines of business. The system is generally applicable for most IT government departments where software development projects are important to keep records of historical lessons and of knowledge. It is also applicable to other areas where the validation of particular parameters is required.

A well-defined software estimation model such as this will improve not only cost for government departments but will also enhance IT managers’ knowledge and thus team functions in software development organisations. This tool will aid project managers in their work in understanding and explaining the software process and also in giving an awareness of new factors that play major roles in determining project effort and future challenges. The developed model for software cost estimation has applications in government departments in the Gulf States. Clearly, leaders are keen and enthusiastic to seriously consider more advanced models for software cost estimation. Their urgent need for proper estimation methods makes this model more suitable with fewer limitations. Thus, the attributes are shown to contribute to the accuracy of analogy.

7.4 Originality of the work

In this research, the original contribution is a novel method of effort estimation based on Case-Based Reasoning that incorporates organisational culture and leadership aspects. This method is expected to lead to improvements in the accuracy of effort estimation by analogy.

- In particular, this work uses new data based on a large number of cases obtained from organisations in the Gulf States.
• This work, with its previously stated aims, is innovative. Moreover, the difficult problem of evaluating culture and leadership, in such a way that it can be incorporated in a CBR model, has not been attempted before in such a context.

• The study shows that there was no effective model in use or existed, either in Abu Dhabi or Dubai for software cost estimation. This resulted in failures and over-runs in most of the application development projects. This research thus recommends that a software cost estimation model should be constructed.

• The development of a new model addresses the issues related to the accuracy of effort estimation. The new model includes culture, leadership and project manager's authority as attributes. These additions increase the accuracy of effort estimation.

This research is one of the first attempts to use the CBR approach for developing such a model. It builds upon and extends the work of Shepperd and Schofield (1997). It is noteworthy that no previous models focused on cultural, organisational and leadership aspects. These aspects are vitally important in this software development project (see Chapter 3). Finally, a new cost estimation model was built, based on the CBR method, and implemented in government departments and public sector organisations. It has been partially funded by the UAE University to continue the building of a national database of previous projects. The creation of the new cost estimation model takes into account the size of the project, the skills involved and the recording in the software project data of the cultural and leadership characteristics of the developed team.
Using similarity case matching retrieval, this research employs an ontology as a set of measurements and definitions of the attributes and factors. The behaviour of the model is consistent with that of other models which do not take culture and leadership into account. However, once included, these factors show a difference and result in more accurate estimations, thus enhancing CBR.

7.5 Further work

In this research a system has been developed, implemented and evaluated using collected data that depend on the classification of projects of the system. In the case of core projects, it was realised that the notion of core lacked focus, thus resulting in the grouping of diverse projects. Consequently, the collected data also lacked focus. Further study is needed to clearly identify features of core projects in order to collect data that are consistent. For applications in which the numbers of algorithms are countable such as the total number of operators and operands, and where algorithmic factors are significant, feature points would be more appropriate than function points. Many systems applications fall within these categories (Jones, 1991).

The resulting application is a stand-alone system requiring installation on the manager’s computer. A way to improve this model is to make it web-enabled so that users can access it from anywhere. Currently, a change to or modification of the ontology is difficult because it is statically represented through the user interface and modification of the ontology requires the modification of the user interface. To improve the system and make the ontology dynamic means that
modifications are needed at the business logic tier. For example, the use of the XML language to represent the ontology may provide the needed flexibility.

Moreover, future research should look at increasing the size of the population considered for the survey. More international organisations or more Gulf countries could participate in the survey so that a broader understanding of the measurement would be possible.

An evident improvement to this research would require that the survey be refined by providing a scale to collect more accurate data. These data should be more representative of the quality of the leader. For example, the scale should be changed from good to excellent instead of low to high. This would probably encourage the leaders to be more responsive to the survey. These current limitations of the model will form the basis of future research proposals.

7.6 Summary and Conclusions

The aims of this research were to find a suitable approach using analogy techniques to perform the retrieval of applicable cases for software development. Culture and leadership have been recognised as important in positively or negatively affecting cost estimation. The proposed model can be applied to other cultures and countries. The scales used shows how significant each item is for each culture.

The new model results show that practical benefits can be obtained from implementing this system. The model evaluation shows that IT managers at all
levels are satisfied with the usefulness of this approach. To help team projects succeed, organisations need good leaders who are willing to make a difference in the team members’ lives. Projects need leaders who are willing to help the team overcome their fears of being different in the workplace. The leaders need to be equipped with knowledge that allows them to find ways to help team members relate better to different cultures. Exceptional leaders are the ones who are resilient, flexible and sufficiently comfortable to be able to encourage, support and enhance the learning of team members from diverse cultures.

Culture is one of the most important aspects that affect peoples’ lives, their behaviours and their thinking. Culture is not an easy concept to define and has been compared to an iceberg. “Just as an iceberg has a visible section above the waterline, and a larger, invisible section below the waterline, so culture has some aspects that are observable and others that can only be suspected, imagined, or intuited. Also like an iceberg, that part of culture that is visible (observable behaviour) is only a small part of a much bigger whole” (The Peace Corps Cross-Cultural Workbook, 2008, p. 10).

Finally, the leaders should encourage team members to work together in an atmosphere free of conflict, an atmosphere full of motivation, cooperation, teamwork and understanding. They should spread harmony, peace and tolerance among team members. Leaders need to foster the spirit of learning throughout the team members’ development process.
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Appendix A

Pilot Survey

A survey of software development effort estimation in private and governmental agencies in the United Arab Emirates

Currently I am conducting a study to investigate the process used to estimate the effort of developing and maintaining Information Systems/Software in government and semi-government departments in the Gulf region. The objectives of this study are to determine the current state of the art in software effort estimation techniques to help identify methods and research directions for improving software effort estimation and control.

I wish to look at Information Systems/software development in the UAE. My approach is to identify a set of development and maintenance projects, which have been completed (or are close to completion), to determine when and how the effort costs were estimated, and then to look at how the estimated effort relates to the actual effort.

I am interested in all systems that contain software. I will be looking at governmental and commercial systems, maintenance and development projects, embedded and information systems.

This document contains a set of topics and questions that are intended to gather information about a specific project, which has been undertaken by your organisation.

The following questions will help me to determine the effort spent on information systems and software development. You can be assured that all replies will be treated in the strictest confidence, and that no organisation or individual will be named, without prior approval, in any reports produced as a result of this questionnaire. If you are interested in receiving a copy of the collated results from this study, please let me know during the interview.

Please select the most important or the largest recent project you had been involved with.

To make further inquires please feel free to contact me at the following Address:

Khaled Hamdan
P O Box 17172
United Arab Emirates University, IT Unit-UGRU
Al Ain
United Arab Emirates
Khamdan@uaeu.ac.ae
Tel: 971(50)6436350
1. Was the project developed totally in-house or was it contracted to an external vendor?
   - □ In-house
   - □ Out sourced

2. Does your department have developed or used any of the following systems?
   - □ Yes               □ No
   a) Enterprise Recourse Planning System
   b) Business related Systems
   c) Control System
   d) Decision Support System
   e) Other (Please state) __________________________

3. What was expected to be delivered at the completion of the project?
   - □ A new system was required
   - □ A major upgrade: a currently existing system was upgraded, requiring extensive amounts of new software to be developed
   - □ A minor upgrade: a currently existing system was upgraded required (some) software
   - □ A system was updated by modify existing software

4. Which one of the following methods have you selected while allocating the budget for the IT projects?
   - □ Estimated the software development effort separately and add it to the total cost of the project
   - □ Didn’t estimate the software development effort and instead looked at the project as a whole

5. What was the contracted effort?
   - □ Time based contract
   - □ Based on Deliverables

6. How close was the contracted effort to the bids? (Please state).
   - □ More
   - □ Less
   - □ Acceptable (variance between actual effort and estimated one are negligible)
   - □ Not applicable (N/A)
7. In your opinion, what were the reasons for the discrepancy between the actual effort and the estimates?

☐ Inability to anticipate skill of project team members
☐ Overlooked tasks
☐ Lack of an adequate methodology or guidelines for estimating
☐ Lack of historical data regarding past estimates and actual performance
☐ Lack of project control comparing estimates and actual performance
☐ Inability to tell where past estimates failed
☐ Frequent requests for changes by users
☐ Performance reviews don’t consider whether estimates were met
☐ Missing Data
☐ Other (please state) _________________________

8. At what stage of the project life cycle did this effort estimation occur?

☐ Beginning of each phase
☐ Initial project plan
☐ Prior to project award (before approval)
☐ Prior to implementation stage
☐ After system requirement analysis phase
☐ End of stage 1 out of 4 stages

9.1 Were any re-estimates of effort performed during development?

☐ Yes ☐ No

9.2 If Yes to 9.1, then please identify when the re-estimating procedures were invoked (see list below). If possible, indicate when (in the development life cycle) the re-estimates occurred, and the result of the re-estimates. (Please tick appropriate box)

☐ Informal re-estimates performed during development.
☐ Formal re-estimates performed at pre-defined milestones.
☐ An amendment changed the system being built and a re-estimate was required.
☐ Other (Please state) _________________________

9.3 Which items were included in the re-estimates? (Check all that apply)

☐ Software
☐ Hardware
☐ Number of delivered units
☐ Testing
☐ Integration
☐ Documentation
☐ Training
☐ Other (please state) _________________________
10. List the job titles of the people whom involved in the estimation process.

11. Did the people involved in the estimation process have any previous experience in software effort estimation before they were called upon to estimate for this project?
   - [ ] Yes
   - [ ] No

12. Was any training in project management provided for individuals?
   - [ ] Yes
   - [ ] No

13. Is such training required in your opinion?
   - [ ] Yes
   - [ ] No

14. If training was provided, do you think the training improved your organisation’s ability to arrive at accurate effort estimates?
   - [ ] Yes
   - [ ] No

15. I would be grateful for any other information that you could offer, in order to clarify your responses, or to make further suggestions for the study. This may include questions that were not asked or were inappropriate to your department.

16. Would you be willing to take part in a further interview?
   - [ ] Yes
   - [ ] No

17. Would you like a copy of the results of the survey?
   - [ ] Yes
   - [ ] No

Thank you for taking part in this survey and for your co-operation.
APPENDIX B

Survey 1

To Whom It May Concern

Re: Interview/Survey with IT Project Manager

Dear Sir or Madam:

Mr. Khaled Hamdan is an outstanding lecturer at the United Arab Emirates University – UGRU IT Unit. He is well liked by his students and his colleagues. I hope that you will be able to assist him in obtaining information which he is investigating the process used to estimate the effort of developing and maintaining systems involving significant amount of software.

I do appreciate that your time is precious, and as such, taking part in a survey as part of his research may not rank high on your daily priority list. However, I would be thankful if he may meet with you to discuss your organization's software effort estimation techniques.

You can be assured that all the collected data will be treated in the strictest confidence, and that no organization or individual will be named, without prior written approval, in any reports produced as a result of his research and survey.

It is hoped that the results from the survey will help to structure the development of support tools, which can assist in the selection of methods and techniques used in large-scale organizations. The study will provide useful information to organizations such that to enable improvements in effort estimation and I am happy to provide you with a copy of the collated results from this study.

I appreciate your cooperation and look forward for Mr. Khaled Hamdan to have an opportunity to meet you in the near future.

Best Regards,

Dr. Mehsen Raeesi
Program Head - Information Technology
1. These questions aim to identify the type of project your organisation was involved in.

1.1 Does your department have responsibility for the following types of system (Please see below for more description)

<table>
<thead>
<tr>
<th>Type of System</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) Enterprise Resource Planning (ERP)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b) Document Management Systems</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c) Help Desk System</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d) Decision Support System (Data Warehouse or Data-mart)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>e) Intranet Applications</td>
<td></td>
<td></td>
</tr>
<tr>
<td>if yes please specify:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f) eServices (automated services that are provided by the government department to its clients)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>if yes please specify:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>g) Other (Please state)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1.2 What was expected to be delivered at the completion of the project?

- [ ] Fully functional software developed from scratch
- [ ] Readymade software with major customization
- [ ] A major upgrade: a currently existing system was upgraded, requires extensive amounts of customization.
- [ ] A minor upgrade: a currently existing system was upgraded requires few customization

1.3 Which of the following items your organisation considers when determining or measure the size of your projects?

- [ ] Person Months (man-days)
- [ ] Budget
- [ ] Functionality
- [ ] Lines of code (LOC)
- [ ] Function Points
- [ ] Feature Points
- [ ] Number of bubbles on a data flow diagram (DFD)
- [ ] Number of entities on entity relationship diagram (ERD)
- [ ] Count of process / control boxes on a structure chart
- [ ] Amount of documentation
- [ ] Number of objects, attributes and services on an object diagram
- [ ] Other ____________________________
1.4 Based on the above checked (marked) items, please state below how do you consider the project Small, Medium, Large and very Large

**Person Months** (man-days):

- Experience: □ Junior □ senior □ Principal □ Distinguished
- Duration _____________________________

**Budget**:
- Small <= ___ $, ___ $ < Medium <= ___ $, ___ $ < Large <= ___ $, ___ $ < Very Large <= ___ $
- Functionality:
  - Small <= ___ #, ___ # < Medium <= ___ #, ___ # < Large <= ___ #, ___ # < Very Large <= ___ #
  - # indicates to the number of functionality in a project - Simple - Intermediate - Complex - V. Complex

**Lines of Code (LOC)**:
- Small <= ___ LOC, ___ LOC < Medium <= ___ LOC, ___ LOC < Large <= ___ LOC, ___ LOC < Very Large <= ___ LOC

**Function Points (System Requirements)**:
- Small <= ___ #, ___ # < Medium <= ___ #, ___ # < Large <= ___ #, ___ # < Very Large <= ___ #

**Feature Points (User Requirements)**:
- Small <= ___ #, ___ # < Medium <= ___ #, ___ # < Large <= ___ #, ___ # < Very Large <= ___ #

**Number of bubbles(details) on a data flow diagram (DFD / UML)**:
- Small <= ___ #, ___ # < Medium <= ___ #, ___ # < Large <= ___ #, ___ # < Very Large <= ___ #

**Number of entities on entity relationship diagram (ERD)**:
- Small <= ___ #, ___ # < Medium <= ___ #, ___ # < Large <= ___ #, ___ # < Very Large <= ___ #

**Count of process / control boxes on a structure chart**:
- Small <= ___ #, ___ # < Medium <= ___ #, ___ # < Large <= ___ #, ___ # < Very Large <= ___ #

**Amount of documentation**:
- Small <= ___ #, ___ # < Medium <= ___ #, ___ # < Large <= ___ #, ___ # < Very Large <= ___ #

**Number of objects (classes), attributes and services(methods) on an object diagram**:
- Small <= ___ #, ___ # < Medium <= ___ #, ___ # < Large <= ___ #, ___ # < Very Large <= ___ #

**Other**:
- Small <= ___ #, ___ # < Medium <= ___ #, ___ # < Large <= ___ #, ___ # < Very Large <= ___ #
2. These questions aim to gather information about projects that were primarily contracted to external vendors. Please fill-in this section for each project separately that you have been managing and is the most important/recent project you have been involved.

2.1 Which project do you want to talk about? Please indicate_________________________________________.

2.2 Was the project developed totally in-house or was it contracted to an external vendor?

☐ Within your organisation (in-house)
☐ Contracted out (out sourced)

2.3 What was the contracted scope?

☐ Consultancy Services
☐ Software development and Implementation
☐ Hardware purchase and Implementation
☐ Other (please state) __________________________

2.4 How close were the estimated efforts to the bids contracts? Please check only one answer

☐ The estimated efforts were greater than 100% of the bids
☐ The estimated efforts were greater than 50% of the bids
☐ The estimated efforts were greater than 25% of the bids
☐ The estimated efforts were greater than 15% of the bids
☐ The estimated efforts were greater than 10% of the bids
☐ The estimated efforts were greater than 5% of the bids
☐ The estimated efforts were same or close as the bids
☐ The estimated efforts were less than 5% of the bids
☐ The estimated efforts were less than 10% of the bids
☐ The estimated efforts were less than 15% of the bids
☐ The estimated efforts were less than 25% of the bids
☐ The estimated efforts were less than 50% of the bids
☐ The estimated efforts were less than 100% of the bids

2.5 What were the reasons for any discrepancy between the estimated efforts and the bids proposals? Rank your answers with 1st equals to highest cause for the discrepancy and 7th the least/lowest reason of the discrepancy

☐ Initial requirements were vague
☐ New requirements have been identified in later stages
☐ Contractor underestimated work required
☐ Contractor suggested additional enhancements
☐ Overlooked tasks (offered more than expected)
☐ Lack of an adequate methodology or guidelines for estimating
☐ Lack of historical data regarding past estimates and actual performance
☐ Other (Please state). ______________________________
2.6 How accurate were the cost estimates compared to the actual project cost? Rank your answers with 1st equals to likely cause for the discrepancy and 8th the least/lowest reason of the discrepancy

☐ Overlooked tasks
☐ Lack of an adequate methodology or guidelines for estimating
☐ Lack of setting and review of standard durations for use in estimating
☐ Lack of historical data regarding past estimates and actual performance
☐ Lack of project control comparing estimates and actual performance
☐ Frequent requests for changes by users
☐ Performance reviews don’t consider whether estimates were met
☐ Poor Requirements- Lack of cooperation & Experience of Vendor
☐ Other (please state). ______________________

3. These questions are intended to determine what types of effort estimates were performed
Please fill-in this section for each project separately that you have been managing for the last five years, if any

3.1 During the course of the project, identify when formal effort estimates occurred. For each estimate, identify:

a. At what stage of the project life cycle did this effort estimation occur?
   ☐ Prior to project award (before management approval)
   ☐ After the Bids review and approvals
   ☐ Other (Please state). ______________________

b. Which parameters were included in the estimation process?
   ☐ Software/systems delivered functionality
   ☐ Project Duration/man days
   ☐ Other (Please state). ______________________

c. For what purpose was the effort estimate being done?
   ☐ Budgetary approval
   ☐ Internal manpower requirement
   ☐ Gain client requirement
   ☐ Planning and project resource / allocation
   ☐ Other (please state). ______________________

3.2 Were any re-estimates of effort performed during development?

☐ Yes ☐ No
3.3 If Yes to 3.2, then please identify when the re-estimating procedures were invoked (see list below). If possible, indicate when (in the development life cycle) the re-estimates occurred, and the result of the re-estimates. (Please tick appropriate box)

- Informal re-estimates performed during development.
- Formal re-estimates performed at pre-defined milestones.
- An amendment changed the system being built and a re-estimate was required.
- Variation order
- Re-estimation were not performed
- Other (Please state).______________________________

3.4 Which items were included in the re-estimates? (Check all that apply)

- Software
- Hardware
- Number of delivered units (Scope of work)
- Testing
- Integration
- Documentation
- Training
- Other (please state) __________________________

4. These questions are to determine who was involved in the effort estimation, and the roles, which they played. Please fill-in this section for each project separately.

4.1 Please tick the box that best describes your responsibilities

- Technical
- Planning & Quality Analyst
- Database Manager
- IT Consultant
- IT Engineer
- IT Manager
- System Analyst
- Finance Manager
- General Manager
- Strategic Planning
- Other _________________________

4.2 Identify the numbers of people involved in the effort estimation process and give their positions in the organisation?

- How many people involved in effort estimation ______________
- What are their positions in the organisation ______________ ____________  ____________ ____________

4.3 How were the individuals involved in the effort estimation included as part of the process?

- Informal consultation (e.g., person in charge of estimation walked into a manager’s office to solicit an opinion).
- Formal consultation with project staff (e.g., a meeting was organised for purpose of performing the effort estimate).
- Sign off authority (Memorandum of understanding)
- Other (Please state) _________________________________
4.4 Did the people involved in the estimation process have any previous experience in software effort estimation before they were called upon to estimate for this project? If yes, was their experience useful in arriving at accurate estimates?

☐ Yes  ☐ No

4.5 Is such training required in your opinion?

☐ Yes  ☐ No

4.6 If training was provided, do you think the training improved your organisation’s ability to arrive at accurate effort estimates?

☐ Yes  ☐ No

4.7 Did the training include effort estimation?

☐ Yes  ☐ No

I would be grateful for any other information that you could offer, in order to clarify your responses, or to make further suggestions for the study. This may include questions that were not asked or were inappropriate to your department.

_______________________________________________________________________________
_______________________________________________________________________________
_______________________________________________________________________________
_______________________________________________________________________________
_______________________________________________________________________________
_______________________________________________________________________________

5. Would you be willing to take part in a further interview?

☐ Yes  ☐ No

6. Would you like a copy of the results of the survey?

☐ Yes  ☐ No

*Thank you for taking part in this survey and for your co-operation.*
APPENDIX C

Survey 2

A survey of software development effort estimation in private and governmental agencies in the United Arab Emirates

The purpose of this questionnaire is to invite you to join this research project. We are researching issues for project management for my Dissertation. Please email me your comments at: khamdan@uaeu.ac.ae

Your valuable assistance and knowledge will provide significant data that are necessary to fulfil the research aims of this study. Because your expertise in this field, I would be grateful in receiving a positive response to this request.

Thank you for your time and involvement in this important research project.
### 1. Organisation Related Data

A. Organisation Name __________________________ Region: ________ (UAE)

B. Organisation Size (Number of Employees) ________

C. Organisation Type (Check what is applicable)
   - [ ] Public (non-Profit)
   - [ ] Private (Profit)
   - [ ] Semi-government
   - [ ] Other ________________________________________

D. Organisation’s Line of Business (Check what is applicable)
   - [ ] Medical
   - [ ] Governmental Services
   - [ ] Communication
   - [ ] Public Services
   - [ ] Tourism Services
   - [ ] Education
   - [ ] Oil & Gas or Energy
   - [ ] Others ________________________________________

E. Organisation Type?
   - [ ] Project Oriented (Project Manager has the highest power in making decisions)
   - [ ] Matrix (Project Manager has moderate power in making decisions)
   - [ ] Functional (Project Manager has lowest level of power in making decisions)
Please arrange for filling this survey by the following individual for each project:

☐ Executive (Functional) Manager ☐ Project Manager ☐ Team Member

II. These questions aim to identify the type of project your organisation was involved in.

A. Project Name ______________

B. Project (Application) Type (Check what is applicable)
   ☐ Core (Unique features, to help achieve mission and vision of the organisations)
   ☐ Supporting (Systems which support the internal (shared) services in the organisation)

C. The Estimated Project development duration?
   _______ Months    Start Date: ______________ Finish Date: _____________

D. The Actual Project development duration?
   _______ Months    Start Date: ______________ Finish Date: _____________

E. The Estimated and Actual project cost? Estimated Cost: _______   Actual Cost: _____________

F. The estimated and actual Effort (mandays)? Estimated Effort: _______   Actual Effort: __________

G. Number of Business Users (backend users): __________________________

H. Number of Clients (if different from the business users): ____________

I. Average Number of Transactions: ____________

J. Application Specific Information:
   a. Line of Code (LOC) : _______
   b. Process: __________
   c. Objects / Classes Diagrams: _______
   d. Tables/Entities: _______
   e. Number of bubbles (DFD / UML) _______
   f. Reports / Forms: _________________
   g. Function Points (FPs): ____________

K. Technology has been used
   a. Development Tools (Programming Language): _______
   b. (RDBMS): _________________
   c. Operating systems used: ______________

L. Application Architecture:
   ☐ Stand alone ☐ Two Tier ☐ Three Tier ☐ Four Tiers
   Please specify each Tier _____________________________________
M. The skills set and accumulator year of experience for each skill that?

<table>
<thead>
<tr>
<th>Skill Type</th>
<th>Accumulated Experience</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Junior &lt;5 Senior 5-10 Principal &gt; 10</td>
<td>Junior &lt;5 Senior 5-10 Principal &gt; 10</td>
</tr>
<tr>
<td>Application Manager</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Business Advisor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technical Advisor/ System Analyst/Software Engineering</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Programmers/web developer</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Database/system/infrastructure Adm.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Project Manager</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Application Manager**
Functional Manager usually has more authority than the Project Manager in a functional orientate organisations. Manages Project Leader, systems architecture, technical design and delivery of solutions. Planning and managing implementation / integration of solutions. Overseeing and assisting with quality assurance testing and deployment of new systems. Providing leadership for a team of employee and consultant resources. Usually provides the cost and effort estimation of Software project.

**Business Advisor**
Individuals whom the best that can describe the business requirements. They are the business owners or business users. Examples of business advisers are human resources, financial, material, Purchasing, marketing managers and employees, etc, intellectual or intangible).

**Technical Advisor/ System Analyst:**
Responsible for gathering and analyzing the business requirements and translated them to function requirements. They produce the technical Design and requirements. They are responsible for designing the hardware and software architecture. Coordinate with business advisor. Usually provides the cost and effort estimation of Software project.

**Programmers/ web Developer**
Translate the business and technical requirements to fully function system/application. They are expert to specific languages or tool such as Java, C++ or Oracle, or .Net programmers. Conduct the technical testing before providing the solutions to the client. Testing and debugging new or revamped computer systems and the networks on which they communicate.

**Database/system/infrastructure Adm.**
Responsible for designing the back end and infrastructure of the system. They produce the technical architecture to provide systems with high performance, security, availability, etc. They create the back and security policy for the system and usually their involvement are being used after the application deliver.

**Project Manager**
Project manager has more authority then the functional manager in project orientated organisation. They have the ultimate responsibility of the success and failure of the project. They play a major role in estimating the project effort cost. They are responsible for managing all the project resources.
III. Project’s Leadership characteristics

For each item, rate how well you are able to display the ability to describe. With 9 equal to high leadership characteristics and 1 is the lowest.

A. Interaction and relationship with Team members and Leadership
   1. Pay personal attention to teams needs, and treat team members with respect ____
   2. Take responsibilities in the face of challenges ____
   3. Follow objectives with passion and encourage others ____
   4. Ability to help others overcome work stress in various situations ____

B. Leadership Decision-Making
   1. Lead effective meetings with a focus on decision-making process ____
   2. Consulting with the teams on decision making ____
   3. Make decisions with freedom and creativity within reasonable boundaries ____
   4. Empower others to fulfil requirements ____

C. Ability to Motivate Team members
   1. Ability to motivate team members to fulfil goals / meet targets ____
   2. Share goals and visions____
   3. Provide the appropriate levels to others ____
   4. Use rewards and encouragement to achieve desired results ____

D. Ability to understand the Project and organisation’s culture
   1. Understand and actively work to enhance cultural understanding and respect among others ____
   2. Ability to effectively articulate the mission (or vision) with clarity and respect ____
   3. Demonstrate the ability to understand and manage intercultural teams ____
   4. Belief that everyone should conform to the majority ____

E. Active thinking
   1. Develop clear vision of the project ____
   2. Set achievable targets ____
   3. See visions, values, and goals of the team are in line with upper management visions ____
   4. Enhance creativities and teams contributions ____

F. Communication Skills
   1. Communicate objectives clearly ____
   2. Communicate regularly with team members ____
   3. Communicate effectively for understanding, buy-in, and empowerment during the change process ____
   4. Create positive atmosphere in the work environment ____
IV. Project Team Culture

For each item, rate how well you are able to display the ability to describe. With 9 equal to high characteristics and 1 is the lowest.

<table>
<thead>
<tr>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>9</td>
<td></td>
</tr>
</tbody>
</table>

A. Timely - attitude toward time
1. Manage time and resources in an effective manner ____
2. Respect time and value it ____
3. Understand and adapt to team’s general view of time (Schedule Events vs. Personal Relationship) ____
4. Maintain balance between work and social life ____

B. Collaboration - team relationship (impersonal relations)
1. Demonstrate a balance between personal and professional roles and responsibilities ____
2. Work effectively understanding self and others ____
3. Provide consistent feedbacks among others regarding team performance ____
4. Work with other to enhance team commitment and collaboration ____

C. Job stability – reflects loyalty
1. Create a culture of collaboration and trust so that teams take risks and achieve performance goals ____
2. Enhance team loyalty and belonging ____
3. Create trust among the different team members ____
4. Create mutual trust among themselves ____

D. Intercultural Intelligence
1. Show understanding of their shared culture ____
2. Ability to understand other cultural world views ____
3. Recognise the strengths, talents, and abilities of team when assigning roles and responsibilities ____
4. Understanding one's own feelings, values and culturally express themselves effectively ____

E. Reward Mechanism
1. Encourages and supports team in on-going professional growth opportunities ____
2. Recognise and reward the team for achievements ____
3. Use rewards and encouragement to achieve desired results ____

F. Communications
1. Use active listening and effective feedback skills ____
2. Understands and use effective relationship strategies to maintain trust within the team ____
3. Encourages the team to use their own leadership, judgement and decision-making capabilities ____
4. Talking to everyone and using teamwork to get things done ____

G. Team Experience
1. Team uses department’s tools and equipment effectively ____
2. Team uses skills and knowledge acquired for the project ____
3. Team members are familiar with other team backgrounds ____
4. The organisation has previous experience for this project ____
APPENDIX D

Exploratory Analysis of the Data

D.1 Introduction

The aim of this appendix is to produce a statistical analysis to ascertain how cultural and leadership factors affect cost estimation. This examines the importance that leaders place on cultural characteristics when it comes to project success. To gain an understanding of software measurement (and ultimately an understanding of the representation of the model), it is important to examine software characteristics in order to assess software maturity and to achieve confirmed software effort estimation improvement. As the objective of this research is to investigate the impact of various attributes on the effort, this Appendix is also an attempt to build regression models for predicting effort based on important project attributes, including cultural and leadership factors.

The process of collecting information was conducted in three stages, each using a different survey (see Chapter 3). The first survey, in which eleven government departments were selected as a Pilot Study, was conducted in Abu Dhabi. The survey was then modified and more attributes were added based on the results of the Pilot Study. This posed research questions as to whether and how culture and leadership factors have an impact on the accuracy of software effort and cost estimation. The survey results indicated that the respondents from all IT departments in the UAE concur with the significance of each of the cultural aspects covered by the survey in carrying out effort estimation. This shows that
community, organisations and team members are intertwined. They are unable to escape their culture or background; they all affect each other.

This appendix is organised as follows: Section D.2 describes the statistical methodology. Section D.3 describes the distribution of actual effort. Section D.4 explores the correlation of various attributes with the actual effort. Section D.5 presents descriptive statistics for leadership and cultural characteristics, and regression analysis for estimating actual effort is discussed in Section D.6. Section D.7 provides a discussion of the statistical results. A summary is given in Section D.8.

D.2 Statistical Methodology

The original dataset consisted of survey results from 41 software projects. It was compiled after consultation with private and governmental agencies in the UAE. Some of the aforementioned attributes had missing values. These attributes were not considered in the present analysis which takes into account attributes with no or even very few missing values. Since the objective of the study is to investigate the impact of various attributes on the actual effort, the distribution of the effort needs to be examined. Two projects were incomplete, so their efforts were not recorded. Another project had an extremely large value and was removed from the analysis as an outlier. The remaining 38 projects are analysed below. Data of software attribute values must be analysed with care, because software measures are not usually normally distributed.
Several statistical techniques were used to analyse the data. Descriptive and graphical methods were used to explore and describe the values of attributes according to the type of project and organisation. A student's t-test and a one-way analysis of variance (ANOVA) were used to determine significant differences in project attributes according to type of project and organisation. Associations between attributes were assessed using Pearson's correlation when data were quantitative and the Chi-square test of independence when data were qualitative. Regression analysis was used to develop an equation for explaining the relationship between actual effort and software project attributes. The Kolmogorov-Smirnov test was used to assess the normality of data.

D.3 Distribution of Actual Effort

The distribution of 'actual effort' is highly skewed and not normally distributed. Moreover, there is an outlier (see Figure D.1). For this reason a logarithmic transformation was applied as is quite common in software cost estimation literature (Angelis et al., 2001).
Clearly, there is an outlier that may affect the analysis which is why it was removed from the data. As seen from the histogram and the Q-Q plot (see Figure D.2), the distribution of the logarithm of effort can be considered as normal. The normal assumption was formally tested with the Kolmogorov-Smirnov test and indeed the distribution of the sample was found to be not significantly different from the normal (p=0.612).
Although the variable effort is useful for building statistical models for predicting the cost of a new project, it is known that instead of predicting a single effort value (point estimation), it is often more useful to estimate the interval in which the true cost will fall (interval estimation). The intervals can be predefined in the sense that an analyst may define some effort categories and will then try to predict the effort category of a new project. This categorisation is often useful for finding associations with other categorical variables or for building alternative...
probabilistic models (like the ordinal regression in Sentas et al., 2005). For these reasons, the actual effort of developed software projects was divided into four categories based on the quartiles of its sample distribution. The values of the new ordinal variables are 1, 2, 3 and 4 and correspond to the following effort intervals (after some rounding):

Low (1): ≤220,
Nominal (2): (220, 300],
High (3): (300, 638],
Very High (4): >638

The statistics of the actual effort in each of these categories can be seen in Table D.1.

<table>
<thead>
<tr>
<th>Effort Intervals</th>
<th>No of Projects</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean</th>
<th>Median</th>
<th>Std Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>10</td>
<td>90</td>
<td>220</td>
<td>151</td>
<td>140</td>
<td>50</td>
</tr>
<tr>
<td>Nominal</td>
<td>10</td>
<td>222</td>
<td>300</td>
<td>262</td>
<td>260</td>
<td>27</td>
</tr>
<tr>
<td>High</td>
<td>9</td>
<td>320</td>
<td>638</td>
<td>484</td>
<td>510</td>
<td>130</td>
</tr>
<tr>
<td>Very High</td>
<td>9</td>
<td>750</td>
<td>1300</td>
<td>1034</td>
<td>1000</td>
<td>233</td>
</tr>
</tbody>
</table>

Table D.1: Categories of actual effort intervals

D.4 Correlation of other attributes with the Effort

In this subsection, the correlation of the various attributes with effort was explored.

D.4.1 Organisation Size

First, a correlation analysis was applied to the original variables of effort and organisation size (number of employees) and also to their logarithms. Initially, no apparent correlation was found but a descriptive statistical analysis revealed a grouping of the organisations in two groups which seem to differ with respect to
effort. For this reason, a binary variable was created dividing the organisations into two groups (see Figure D.3):

- Small (40-200 employees)
- Large (1200-16000 employees).

Figure D.3: Organisation size (small / large)
By creating a contingency table for the four effort categories (see Table D.1) and the categories of the organisation size and applying a Chi-Square test, the following results were obtained (see Table D.2):

<table>
<thead>
<tr>
<th>Organization Size</th>
<th>Effort Intervals</th>
<th>Count</th>
<th>Low</th>
<th>Nominal</th>
<th>High</th>
<th>Very High</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td></td>
<td></td>
<td>1</td>
<td>7</td>
<td>5</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>percentage</td>
<td></td>
<td>7.1%</td>
<td>50.0%</td>
<td>35.7%</td>
<td>7.1%</td>
<td>100.0%</td>
</tr>
<tr>
<td>Large</td>
<td></td>
<td></td>
<td>9</td>
<td>3</td>
<td>4</td>
<td>8</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>percentage</td>
<td></td>
<td>37.5%</td>
<td>12.5%</td>
<td>16.7%</td>
<td>33.3%</td>
<td>100.0%</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>9</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>percentage</td>
<td></td>
<td>26.3%</td>
<td>26.3%</td>
<td>23.7%</td>
<td>23.7%</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

Table D.2: Distribution of actual effort levels by organisation size

It was seen that in small organisations, projects with low and very high effort are very few; in contrast to large organisations where these two categories are the majority. This significant difference in the distributions is shown by the Chi-Square test (p=0.008).

**D.4.2 Line of Business**

The Line of Business is a nominal variable and contains seven categories, some of them corresponding to only one project. It was decided to group them according to effort. The mean of LN(effort) in each category is shown in Figure D.4 while the horizontal line shows the overall mean. Based on this, two categories can be defined: the first contains projects with relatively small effort (Tourist Services and Oil and Gas or Energy) and the second, all the others (Government Services, Public Services, Education, Medical and others). The t-test was applied to the LN(effort) between these groups and showed a difference between the two (p=0.071<0.10).
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<table>
<thead>
<tr>
<th>LN(Actual Effort)</th>
<th>N</th>
<th>Mean</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical</td>
<td>1</td>
<td>6.6294</td>
<td>6.63</td>
<td>6.63</td>
</tr>
<tr>
<td>Governmental Servs</td>
<td>17</td>
<td>5.9308</td>
<td>4.50</td>
<td>7.17</td>
</tr>
<tr>
<td>Public Servs</td>
<td>4</td>
<td>5.9489</td>
<td>4.96</td>
<td>6.67</td>
</tr>
<tr>
<td>Tourism Servs</td>
<td>2</td>
<td>5.5577</td>
<td>5.48</td>
<td>5.63</td>
</tr>
<tr>
<td>Education</td>
<td>1</td>
<td>6.2344</td>
<td>6.23</td>
<td>6.23</td>
</tr>
<tr>
<td>Oil &amp; Gas or Energy</td>
<td>12</td>
<td>5.5947</td>
<td>4.65</td>
<td>6.91</td>
</tr>
<tr>
<td>Other</td>
<td>1</td>
<td>7.1663</td>
<td>7.17</td>
<td>7.17</td>
</tr>
<tr>
<td>Total</td>
<td>38</td>
<td>5.8658</td>
<td>4.50</td>
<td>7.17</td>
</tr>
</tbody>
</table>

Figure D.4: The mean LN actual effort by line of business
D.4.3 Organisational Type

Organisational type initially contained three categories: ‘Matrix’, ‘Project Oriented’ and ‘Functional’. A one-way ANOVA test was applied to the LN(effort) with respect to the three groups but no significant difference (p=0.587) was found. However, in order to include the variable in subsequent regression analysis, the two categories were merged with high effort (Project Oriented and Functional) in order to create a binary variable (see Figure D.5).

<table>
<thead>
<tr>
<th>Organisational Type (2cat.)</th>
<th>N</th>
<th>Mean</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project Oriented</td>
<td>15</td>
<td>5.9666</td>
<td>4.87</td>
<td>7.17</td>
</tr>
<tr>
<td>Matrix</td>
<td>19</td>
<td>5.7396</td>
<td>4.50</td>
<td>7.09</td>
</tr>
<tr>
<td>Functional</td>
<td>4</td>
<td>6.0873</td>
<td>5.48</td>
<td>7.17</td>
</tr>
<tr>
<td>Total</td>
<td>38</td>
<td>5.8658</td>
<td>4.50</td>
<td>7.17</td>
</tr>
</tbody>
</table>

Figure D.5: The mean LN actual effort by organisational type
D.4.4 Organisation

The organisation variable initially had three categories: ‘Public-no profit’, ‘Private-profit’ and ‘Semi-government’. A one-way ANOVA test for the LN(effort) did not show a significant difference (p=0.211), although the private organisations show a increased mean of LN(effort) (see Figure D.6). Also, a binary variable was created here after merging the 'Semi-Government' and 'Public-no profit' in one category.

<table>
<thead>
<tr>
<th>Organisation</th>
<th>N</th>
<th>Mean</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public - no profit</td>
<td>32</td>
<td>5.8314</td>
<td>4.50</td>
<td>7.17</td>
</tr>
<tr>
<td>Private (profit)</td>
<td>2</td>
<td>6.7816</td>
<td>6.40</td>
<td>7.17</td>
</tr>
<tr>
<td>Semi-government</td>
<td>4</td>
<td>5.6831</td>
<td>4.87</td>
<td>6.67</td>
</tr>
<tr>
<td>Total</td>
<td>38</td>
<td>5.8658</td>
<td>4.50</td>
<td>7.17</td>
</tr>
</tbody>
</table>

Figure D.6: The mean LN actual effort by organisation

D.4.5 Application Type

There are two types of applications in the data: ‘core’ and ‘support’. A t-test applied to LN(effort) (see Figure. D.7) did not show a significant difference (p=0.867).
<table>
<thead>
<tr>
<th>Application Type</th>
<th>Core</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>LN(Actual Effort)</td>
<td>6.00</td>
<td>5.80</td>
</tr>
<tr>
<td>5.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure D.7: The mean LN actual effort by application type

### D.4.6 Application Architecture

There were three categories: ‘Stand alone’, ‘Two tier’ and ‘Three tier’ (see Figure D.8). An ANOVA test gave some indications of difference (p=0.096). A binary variable was created by the categorisation: ‘stand alone, two tier’ and ‘three tier’. The subsequent t-test for the new categorisation showed a significant difference (p=0.009) between the two.
### Descriptives

<table>
<thead>
<tr>
<th>Application Architecture</th>
<th>N</th>
<th>Mean</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stand alone</td>
<td>3</td>
<td>5.0628</td>
<td>4.87</td>
<td>5.39</td>
</tr>
<tr>
<td>Two Tier</td>
<td>24</td>
<td>5.8439</td>
<td>4.50</td>
<td>7.17</td>
</tr>
<tr>
<td>Three Tier</td>
<td>11</td>
<td>6.1326</td>
<td>4.98</td>
<td>7.17</td>
</tr>
<tr>
<td>Total</td>
<td>38</td>
<td>5.8658</td>
<td>4.50</td>
<td>7.17</td>
</tr>
</tbody>
</table>

![Graph showing mean LN actual effort by application architecture](image)

Figure D.8: The mean LN actual effort by application architecture

### D.4.7 Programming Languages

The categories ‘Microsoft tools’, ‘Oracle tools’, ‘Sun Microsystems tools’ and ‘Other tools’ (see Figure D.9), initially showed some difference using ANOVA
(p=0.074) analysis. After merging all the categories except ‘Microsoft tools’, the t-test produced p=0.087, indicating a difference.

<table>
<thead>
<tr>
<th>Programming Languages</th>
<th>LN(Actual Effort)</th>
<th>Mean</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microsoft tools</td>
<td>15</td>
<td>6.13</td>
<td>5.48</td>
<td>7.17</td>
</tr>
<tr>
<td>Oracle tools</td>
<td>16</td>
<td>5.83</td>
<td>4.65</td>
<td>7.17</td>
</tr>
<tr>
<td>MicroSystems Sun tools</td>
<td>5</td>
<td>5.64</td>
<td>4.65</td>
<td>6.91</td>
</tr>
<tr>
<td>Other tools</td>
<td>2</td>
<td>4.71</td>
<td>4.50</td>
<td>4.93</td>
</tr>
<tr>
<td>Total</td>
<td>38</td>
<td>5.87</td>
<td>4.50</td>
<td>7.17</td>
</tr>
</tbody>
</table>

Figure D.9: The mean LN actual effort by programming languages
D.4.8 Database Management Systems (DBMS)

The initial categories ‘MS Database’, ‘Oracle DB’ and ‘IBM Database’ (see Figure D10) did not show any difference in LN(effort) by ANOVA (p=0.542). A binary variable was created by merging the categories ‘IBM Database’ and ‘Oracle Database’.

<table>
<thead>
<tr>
<th>Database Management System</th>
<th>N</th>
<th>Mean</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>MS Database</td>
<td>13</td>
<td>6.0573</td>
<td>4.50</td>
<td>7.17</td>
</tr>
<tr>
<td>Oracle DB</td>
<td>21</td>
<td>5.7796</td>
<td>4.65</td>
<td>7.17</td>
</tr>
<tr>
<td>IBM Database</td>
<td>4</td>
<td>5.6963</td>
<td>4.65</td>
<td>6.87</td>
</tr>
<tr>
<td>Total</td>
<td>38</td>
<td>5.8658</td>
<td>4.50</td>
<td>7.17</td>
</tr>
</tbody>
</table>

Figure D.10: The mean LN actual effort by DBMS
D.4.9 Operating Systems

The categories 'MS Windows', 'Unix', 'Linux Redhat', 'Sun Solaris' and 'QNX' (see Figure D.11) did not show any significant differences using ANOVA (p=0.593). A binary variable was produced after merging the categories 'Unix' and 'Linux Redhat' in one category and all the others in another category.

<table>
<thead>
<tr>
<th>Operating System</th>
<th>N</th>
<th>Mean</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Windows</td>
<td>23</td>
<td>5.9026</td>
<td>4.50</td>
<td>7.17</td>
</tr>
<tr>
<td>Unix</td>
<td>3</td>
<td>5.1736</td>
<td>4.93</td>
<td>5.62</td>
</tr>
<tr>
<td>Linux Redhat</td>
<td>5</td>
<td>5.8596</td>
<td>4.65</td>
<td>7.17</td>
</tr>
<tr>
<td>Sun Solaris</td>
<td>4</td>
<td>6.0907</td>
<td>5.48</td>
<td>6.87</td>
</tr>
<tr>
<td>QNX, Linux, Win</td>
<td>3</td>
<td>5.9862</td>
<td>4.65</td>
<td>6.91</td>
</tr>
<tr>
<td>Total</td>
<td>38</td>
<td>5.8658</td>
<td>4.50</td>
<td>7.17</td>
</tr>
</tbody>
</table>

Figure D.11: The mean LN actual effort by operating systems
Table D.3 shows some summary statistics for LN(effort) for each of these project attributes. These attributes except for leadership and culture, were represented by binary variables with two categories (having values 0 and 1) in order to use them in regression models. The introduction in the same regression model, of cultural and leadership characteristics, together with other important variables and their interaction explains most of the effort variability. The mean values of LN(effort) for the different project attributes are similar with values ranging from 5.06 to 6.78, where the lowest corresponds to “Stand alone application” and the highest corresponds to “Private organisations”.

D.5 The Leadership and Cultural Characteristics

Descriptive statistics for the aforementioned leadership and culture variables are shown below (see Tables D.4 and D.5).
In general, the means and the medians of all the leadership and cultural characteristics are quite high. The results were based on the survey assessment of how effective the team and leadership were in respect to the above. Regarding the correlations between the leadership characteristics, Table D.6 shows that all these characteristics correlate highly ($p<0.001$). The cultural characteristics also show strong correlations (see Table D.7). The only exception is 'Team Experience' which seems to correlate only with 'Reward Mechanism' and 'Communications'. It is also interesting to see the correlation between leadership and cultural characteristics (see Table D.8). All of the characteristics correlate highly. 'Team Experience' correlates only with 'Decision-Making' and 'Communication Skills'.

Some leadership and cultural characteristics appear to be more important than others. These characteristics were believed by the respondents to be significant attributes in most cases. This is probably due to the fact that these are innate...
attributes which are part of the individuals’ characters which have been shaped by interaction with others and by life experience in the community.

<table>
<thead>
<tr>
<th>Interaction and Relationships</th>
<th>Decision Making</th>
<th>Ability to Motivate</th>
<th>Understanding Organisation Culture</th>
<th>Active Thinking</th>
<th>Communication skills</th>
</tr>
</thead>
<tbody>
<tr>
<td>pearson correlation</td>
<td>.743**</td>
<td>.714**</td>
<td>.779**</td>
<td>.607**</td>
<td>.645**</td>
</tr>
<tr>
<td>sig. (2-tailed)</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
</tr>
</tbody>
</table>

**. Correlation is significant at the 0.01 level (2-tailed).

Table D.6: Correlation between leadership characteristics

<table>
<thead>
<tr>
<th>Timeliness</th>
<th>Collaboration</th>
<th>Job Stability</th>
<th>Intercultural Intelligence</th>
<th>Reward Mechanism</th>
<th>Communication</th>
<th>Team Experience</th>
</tr>
</thead>
<tbody>
<tr>
<td>pearson correlation</td>
<td>.700**</td>
<td>.694**</td>
<td>.752**</td>
<td>.449**</td>
<td>.476**</td>
<td>.413</td>
</tr>
<tr>
<td>sig. (2-tailed)</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
</tr>
</tbody>
</table>

**. Correlation is significant at the 0.01 level (2-tailed).

Table D.7: Correlation between culture characteristics

<table>
<thead>
<tr>
<th>Interaction and Relationships</th>
<th>Decision Making</th>
<th>Ability to Motivate</th>
<th>Understanding Organisation Culture</th>
<th>Active Thinking</th>
<th>Communication skills</th>
</tr>
</thead>
<tbody>
<tr>
<td>pearson correlation</td>
<td>.692**</td>
<td>.738**</td>
<td>.571**</td>
<td>.458**</td>
<td>.583**</td>
</tr>
<tr>
<td>sig. (2-tailed)</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
</tr>
</tbody>
</table>

**. Correlation is significant at the 0.01 level (2-tailed).

Table D.8: Correlation between culture and leadership characteristics
D.6 Regression Analysis

Using all the binary variables from Section D.4 and all the leadership and cultural characteristics of Section D.5, the construction of a regression model with the most important variables was attempted. The purpose of this analysis was to see whether and how the various characteristics, and especially 'Leadership' and 'Culture', have an effect on the effort. After experimenting with different combinations, the following models were produced showing the coefficients (and therefore the corresponding variables) to be significant at the 0.10 level.

D.6.1 Model 1

Using all these binary variables and the leadership and cultural characteristics, the following model resulted (see Table D.9).

\[
\begin{align*}
\text{LN(effort)} &= 4.998 + 0.658 \times \text{Organization Size (small/large)} + 0.702 \times \text{Organizational Type (2 cat.)} + 1.319 \times \text{Organization (2 cat)} + 1.138 \times \text{Application Architecture (2 cat)} + 0.508 \times \text{Operating System (2 cat)} - 0.213 \times \text{Team Experience} \\
\end{align*}
\]

The model accounts only for the 46.9% of the variation of the dependent variable (logarithm of effort) since \( r^2 = 0.469 \) while the adjusted \( r^2 \) is 0.366. The F-test shows that the model is statistically significant (p=0.002) and the residual
analysis (see Figure D.12) shows that the distribution of the residuals is not significantly different from the normal (the Kolmogorov-Smirnov test gives \( p=0.493 \)). Also, only one standardised residual is greater than 2.

The fitting accuracy of the model is computed from the estimated effort (by the model) and then by taking the magnitude of relative error (MRE).

\[
mre = \left| \frac{\text{actual\_effort} - \text{estimated\_effort}}{\text{actual\_effort}} \right|
\]

Then the MMRE and the pred25 are calculated by:

\[
\text{mmre} = \text{mean}(mre), \quad \text{mdmre} = \text{median}(mre), \quad \text{pred25} = \frac{\#mre < 0.25}{\#mre}
\]

Here the fitting accuracy measures are MMRE = 0.5046 (or 50.46%), MdMRE = 0.3474 (or 34.74%) and pred25=0.3157 (31.57%). Regarding the predictive accuracy of the model, the adjusted predicted values were computed, i.e. the predicted values of each case when the specific case is excluded from the calculation of the regression coefficients. The measures of predictive accuracy are MMRE = 70%, MdMRE = 40% and pred25 = 16%.
Obviously, the model’s accuracy is quite low despite its significance. An interesting point is that the cultural characteristic 'Team Experience' participates in the model with a negative sign, i.e. the high values of this characteristic are associated with low effort values. Some of the other characteristics can also enter in the equation, but the high correlations between them make the models unstable and unexplainable although the validation measures are better (the phenomenon of multicollinearity). This can be shown by the following model.

**D.6.2 Model 2**

This model is significant (p=0.002) and all the independent variables are significant too at the 0.10 level. Also, $r^2 = 0.595$ and adjusted $r^2$ is 0.445. The residuals are normally distributed. The fitting accuracy measures are MMRE = 39.87%, MdMRE = 26.36% and pred25 = 50%. The predicting accuracy measures are MMRE = 64.19%, MdMRE = 38.92% and pred25 = 42.10%. However, the positive coefficients of “Timeliness” and “Communications” are not intuitively explained (see Table D.10).

$$\text{LN}(\text{effort}) = 6.161 + 0.976 \times \text{Organisation size (small/large)} + 0.409 \times \text{Line of Business} + 0.690 \times \text{Organisational type (2cat)} + 0.892 \times \text{Organisation (2cat)} + 1.223 \times \text{Application architecture (2cat)} - 0.249 \times \text{Active thinking} - 0.309 \times \text{Intercultural intelligence} - 0.303 \times \text{Team experience} + 0.270 \times \text{Timeliness} + 0.209 \times \text{Communications}$$

Table D.10: Regression model 2

**D.6.3 Model 3**

In this model, the logarithm of function points was used. This has some missing values, so only 29 projects were used to build the following model (see Table D.11).
LN(effort) = 5.546 + 0.145 * ln(UFP) + 1.080 * Organisation size(small/large) + 0.554 * Organisational type (2cat) + 2.177 * Organisation (2cat) + 1.432 * Application architecture (2cat) - 0.482 * Data Base Management System + 0.438 * Decision-making - 0.265 * Motivation - 0.299 * Interpersonal Relation + 0.348 * Reward mechanism - 0.623 * Team experience

Table D.11: Regression model 3

The model is significant (p= 0.000<0.0005) and all the independent variables are significant too at the 0.10 level. Also, $r^2 = 0.817$ and adjusted $r^2$ is 0.699. The residuals are normally distributed. The fitting accuracy measures are MMRE = 24.14%, MdMRE = 18.07% and pred25 = 68.97%. The predicting accuracy measures are MMRE = 48.21%%, MdMRE = 27.44% and pred25 = 46.42%. Again, despite the good performance, the model suffers from intuitive interpretability due to the signs of certain variables.

D.7 Discussion of the Statistical Results

Apart from the statistical analysis presented, other methods were also tried on the data, focusing especially on the possibility of generating cost estimation models from all the variables and especially the leadership and cultural characteristics. Specifically:

- A cluster analysis of all the leadership and cultural characteristics revealed the existence of two clusters in the data, one with generally low values of the items and the other with high values. This is in accordance with the high correlation found between all the items. The variable was then used in regression analysis but without significant improvements.
- The four effort intervals defined in Section D.3 were used as an ordinal dependent variable for an ordinal regression (OR) model (Sentas et al., 2005) with predictors of all the variables discussed in the previous
sections. These models are very informative when they are fitted to the data but they are also quite complicated. In this case, the OR models do not seem to contribute greatly to the understanding of the impact of leadership and cultural characteristics on the effort.

- Estimation by Analogy was also applied along with the jack-knife procedure to see whether the predictions were improved. However, no significant improvement was attained.

- A significant point that deserves further investigation is the impact of leadership and cultural characteristics on the accurate prediction of the effort by the organisation. Specifically, the initial estimation of the effort was registered in this data (as it was predicted by the organisation itself along with the actual effort), so, it was possible to calculate the magnitude of relative error (MRE) of each project and therefore the relative error each organisation made in its own prediction. What was found, although not statistically proved, is that the majority of the higher errors belonged to the cluster of projects with low leadership and cultural characteristics. This suggests that when the values of such characteristics are high, the schedule of the project is more easily followed. However, as already mentioned, this conjecture needs serious investigation with new data.

Generally speaking, the statistical analysis provides valuable indications which can be further exploited in the continuance of this research. In this respect, a number of problems in the data, which made the building of a sound model difficult, should be mentioned. First of all, there were organisations which participated, each with 4-5 projects, which were quite different in effort but more or less the same in their leadership and cultural characteristics. This was a
significant source of variation affecting the model accuracy. The second problem, as seen in Section D.5., was the high correlation of all the leadership and cultural characteristics. So the existence of only one of these variables in a model is an indication of a more general effect but without an efficient expression.

These are interesting results to note but they did not help the construction of a cost model. The problem is that the effort is essentially uncorrelated with all attributes and that regression is not a good way to handle such data. Therefore, the direction now is: a) to work only with analogy; b) to work with total skill cost which appears to be correlated with other variables; c) to split the data in core/support which may help as there is a significant difference in their mean LNeffort.

D.8 Summary

Several statistical tests and techniques were presented to analyse the data attributes. Culture and leadership have been recognised as important attributes affecting cost estimation models. The proposed models can be applied to other cultures. The data analysis is important to identify patterns and relationships which help form judgements about the attributes being measured. This work is an elaboration of the survey work done in Chapter 3. The aim of the survey was to find out how cultural features affect the cost estimation models.

In order to measure these crucial human characteristics objectively and accurately, reliability is needed throughout software development rather than at the end of the process. These measurements may prove valuable in the building of effort prediction models.
**APPENDIX E**

The SEEOS Data Definition and Data Dictionary

1) SEEOS Data definition

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Data Type</th>
<th>Size</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>User_ID</td>
<td>Text</td>
<td>4</td>
<td>Key</td>
</tr>
<tr>
<td>Password</td>
<td>Password</td>
<td>8</td>
<td>Data</td>
</tr>
</tbody>
</table>

**Organisation User Table Definition: Design View**

<table>
<thead>
<tr>
<th>User_ID</th>
<th>Password</th>
</tr>
</thead>
<tbody>
<tr>
<td>U001</td>
<td>********</td>
</tr>
<tr>
<td>U002</td>
<td>********</td>
</tr>
<tr>
<td>U003</td>
<td>********</td>
</tr>
<tr>
<td>U004</td>
<td>********</td>
</tr>
</tbody>
</table>

**ORGANISATION USER TABLE: Data view**

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Data Type</th>
<th>Size</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>OrgNo</td>
<td>Text</td>
<td>4</td>
<td>Key</td>
</tr>
<tr>
<td>BUS_ID</td>
<td>Text</td>
<td>3</td>
<td>Key</td>
</tr>
<tr>
<td>Culture_ID</td>
<td>Text</td>
<td>3</td>
<td>Key</td>
</tr>
<tr>
<td>User_ID</td>
<td>Text</td>
<td>4</td>
<td>Key</td>
</tr>
<tr>
<td>OrgName</td>
<td>Text</td>
<td>30</td>
<td>Data</td>
</tr>
<tr>
<td><strong>Org_Size (# of Employee )</strong></td>
<td>Number</td>
<td>Long Integer</td>
<td>Data</td>
</tr>
</tbody>
</table>

**Organisation Table Definition: Design View**
### ORGANISATION TABLE: Data view

<table>
<thead>
<tr>
<th>OrgNo</th>
<th>Bus_ID</th>
<th>Culture_ID</th>
<th>User_ID</th>
<th>OrgName</th>
<th>OrgSize</th>
</tr>
</thead>
<tbody>
<tr>
<td>O001</td>
<td>B01</td>
<td>C01</td>
<td>U001</td>
<td>AFD</td>
<td>4000</td>
</tr>
<tr>
<td>O002</td>
<td>B02</td>
<td>C02</td>
<td>U002</td>
<td>ADG</td>
<td>1300</td>
</tr>
<tr>
<td>O003</td>
<td>B03</td>
<td>C03</td>
<td>U003</td>
<td>ZAD</td>
<td>2140</td>
</tr>
<tr>
<td>O004</td>
<td>B04</td>
<td>C04</td>
<td>U004</td>
<td>ADC</td>
<td>2295</td>
</tr>
<tr>
<td>O005</td>
<td>B05</td>
<td>C05</td>
<td>U005</td>
<td>UAE</td>
<td>2000</td>
</tr>
<tr>
<td>O006</td>
<td>B06</td>
<td>C06</td>
<td>U006</td>
<td>GIA</td>
<td>83</td>
</tr>
<tr>
<td>O007</td>
<td>B01</td>
<td>C01</td>
<td>U007</td>
<td>AMU</td>
<td>1650</td>
</tr>
<tr>
<td>O008</td>
<td>B02</td>
<td>C02</td>
<td>U008</td>
<td>APN</td>
<td>2800</td>
</tr>
<tr>
<td>O009</td>
<td>B03</td>
<td>C03</td>
<td>U009</td>
<td>PWD</td>
<td>2000</td>
</tr>
<tr>
<td>O010</td>
<td>B04</td>
<td>C04</td>
<td>U010</td>
<td>ADC</td>
<td>2500</td>
</tr>
<tr>
<td>O011</td>
<td>B05</td>
<td>C05</td>
<td>U011</td>
<td>ADW</td>
<td>550</td>
</tr>
<tr>
<td>O012</td>
<td>B06</td>
<td>C06</td>
<td>U012</td>
<td>PGH</td>
<td>2000</td>
</tr>
<tr>
<td>O013</td>
<td>B01</td>
<td>C07</td>
<td>U013</td>
<td>CIV</td>
<td>1000</td>
</tr>
<tr>
<td>O014</td>
<td>B02</td>
<td>C02</td>
<td>U014</td>
<td>JUS</td>
<td>1000</td>
</tr>
<tr>
<td>O015</td>
<td>B03</td>
<td>C03</td>
<td>U015</td>
<td>CAV</td>
<td>2000</td>
</tr>
<tr>
<td>O016</td>
<td>B04</td>
<td>C04</td>
<td>U016</td>
<td>DNR</td>
<td>1000</td>
</tr>
<tr>
<td>O017</td>
<td>B05</td>
<td>C05</td>
<td>U017</td>
<td>DHM</td>
<td>8100</td>
</tr>
<tr>
<td>O018</td>
<td>B06</td>
<td>C06</td>
<td>U018</td>
<td>EGV</td>
<td>60</td>
</tr>
<tr>
<td>O019</td>
<td>B05</td>
<td>C05</td>
<td>U019</td>
<td>DMU</td>
<td>150</td>
</tr>
<tr>
<td>O020</td>
<td>B06</td>
<td>C06</td>
<td>U020</td>
<td>AEC</td>
<td>1500</td>
</tr>
</tbody>
</table>

### Field Name | Data Type | Size | Remark
---|---|---|---
OrgNo | Text | 4 | Key
Project_ID | Text | 4 | Key
SYS_MGT_ID | Text | 3 | Key
DEV_ID | Text | 3 | Key
Project_Type | Text | 100 | Data
Start_Date | Date/Time | dd-mm-yyyy | Data
Finish_Date | Date/Time | dd-mm-yyyy | Data
Estimation Cost | Currency | -- | Data
Actual Cost | Currency | -- | Data
Application_ID | Text | 3 | Foreign Key
Leadership_ID | Text | 3 | Foreign Key
Actual Effort | Number | Long Integer | Data

---

### Project Table Definition: Design View

<table>
<thead>
<tr>
<th>OrgNo</th>
<th>Project_ID</th>
<th>SYS_M</th>
<th>MGT_ID</th>
<th>DEV_ID</th>
<th>Project_Type</th>
<th>Start_Date</th>
<th>Finish_Date</th>
<th>Est. Cost</th>
<th>Actual Cost</th>
<th>App_ID</th>
<th>LID</th>
<th>Estimate Effort</th>
<th>Actual Effort</th>
</tr>
</thead>
<tbody>
<tr>
<td>O001</td>
<td>P001</td>
<td>M01</td>
<td>D01</td>
<td>HR</td>
<td>HR</td>
<td>9/2000</td>
<td>7/2002</td>
<td>2 M</td>
<td>3.5 M</td>
<td>A01</td>
<td>A01</td>
<td>500</td>
<td>580</td>
</tr>
<tr>
<td>O002</td>
<td>P002</td>
<td>M02</td>
<td>D02</td>
<td>FS</td>
<td>FS</td>
<td>7/2002</td>
<td>7/2002</td>
<td>1.5 M</td>
<td>1.9 M</td>
<td>A02</td>
<td>A02</td>
<td>600</td>
<td>700</td>
</tr>
<tr>
<td>O003</td>
<td>P003</td>
<td>M03</td>
<td>D03</td>
<td>ERP</td>
<td>ERP</td>
<td>7/2002</td>
<td>9/2005</td>
<td>9.5 M</td>
<td>15 M</td>
<td>A01</td>
<td>A01</td>
<td>952</td>
<td>952</td>
</tr>
<tr>
<td>O004</td>
<td>P004</td>
<td>M01</td>
<td>D04</td>
<td>EDMS</td>
<td>EDMS</td>
<td>9/2005</td>
<td>--</td>
<td>6.5 M</td>
<td>7 M</td>
<td>A02</td>
<td>A02</td>
<td>1497</td>
<td>1650</td>
</tr>
</tbody>
</table>
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### Project Business Environment Table Definition: Design View

<table>
<thead>
<tr>
<th>Business Type</th>
<th>Application ID</th>
<th>Application Type</th>
<th>Business Users</th>
<th># of Clients</th>
<th># of Transactions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AO1</td>
<td>Support</td>
<td>100</td>
<td>100</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>AO2</td>
<td>Core</td>
<td>200</td>
<td>200</td>
<td>20</td>
</tr>
</tbody>
</table>

### Business Type Table Definition: Design View

<table>
<thead>
<tr>
<th>Bus_ID</th>
<th>Business Type (Domain)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B01</td>
<td>Medical</td>
</tr>
<tr>
<td>B02</td>
<td>Governmental Services</td>
</tr>
<tr>
<td>B03</td>
<td>Communication</td>
</tr>
<tr>
<td>B04</td>
<td>Public Services</td>
</tr>
<tr>
<td>B05</td>
<td>Tourism Services</td>
</tr>
<tr>
<td>B06</td>
<td>Education</td>
</tr>
<tr>
<td>B07</td>
<td>Oil &amp; Gas</td>
</tr>
</tbody>
</table>

### System Management Type Table Definition: Design View

<table>
<thead>
<tr>
<th>System Management Type</th>
<th>SYS_MGT_ID</th>
<th>SYS_MGT_Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>User Oriented</td>
<td>M01</td>
<td>Project Oriented (Projectorized)</td>
</tr>
<tr>
<td>User Oriented</td>
<td>M02</td>
<td>Functional (low authority)</td>
</tr>
<tr>
<td>User Oriented</td>
<td>M03</td>
<td>Matrix (intermediate)</td>
</tr>
</tbody>
</table>
### Project Entity Size Table Definition: Design View

<table>
<thead>
<tr>
<th>OrgNo</th>
<th>Project No</th>
<th>Entity Code</th>
<th>Measurement (Size)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O001</td>
<td>P001</td>
<td>EØ1</td>
<td>5000</td>
</tr>
<tr>
<td>O002</td>
<td>P002</td>
<td>EØ2</td>
<td>50</td>
</tr>
<tr>
<td>O003</td>
<td>P003</td>
<td>EØ3</td>
<td>30</td>
</tr>
<tr>
<td>O004</td>
<td>P004</td>
<td>EØ4</td>
<td>5</td>
</tr>
<tr>
<td>O005</td>
<td>P005</td>
<td>EØ5</td>
<td>35</td>
</tr>
<tr>
<td>O006</td>
<td>P006</td>
<td>EØ6</td>
<td>20</td>
</tr>
<tr>
<td><strong>O007</strong></td>
<td><strong>P007</strong></td>
<td><strong>EØ7</strong></td>
<td><strong>25</strong></td>
</tr>
</tbody>
</table>

### Entity Table Definition: Design View

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Data Type</th>
<th>Size</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>OrgNo</td>
<td>Text</td>
<td>4</td>
<td>Key</td>
</tr>
<tr>
<td>Project_ID</td>
<td>Text</td>
<td>4</td>
<td>Key</td>
</tr>
<tr>
<td>Entity_Code</td>
<td>Text</td>
<td>3</td>
<td>Key</td>
</tr>
<tr>
<td>Measurement</td>
<td>Number</td>
<td>Long Integer</td>
<td>Data</td>
</tr>
</tbody>
</table>

### Skill Levels Table Definition: Design View

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Data Type</th>
<th>Size</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>SKL_ID</td>
<td>Text</td>
<td>3</td>
<td>Key</td>
</tr>
<tr>
<td>Skill_Role</td>
<td>Text</td>
<td>15</td>
<td>Data</td>
</tr>
<tr>
<td>EXP_Years</td>
<td>Number</td>
<td>Long Integer</td>
<td>Data</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SKL_ID</th>
<th>Skill Role (Type)</th>
<th>EXP_Years</th>
</tr>
</thead>
<tbody>
<tr>
<td>S01</td>
<td>Junior</td>
<td>&lt;5</td>
</tr>
<tr>
<td>S02</td>
<td>Senior</td>
<td>5-10</td>
</tr>
<tr>
<td><strong>S03</strong></td>
<td><strong>Principal</strong></td>
<td><strong>&gt;10</strong></td>
</tr>
</tbody>
</table>
### Skill Cost Table Definition: Design View

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Data Type</th>
<th>Size</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>OrgNo</td>
<td>Text</td>
<td>4</td>
<td>Key</td>
</tr>
<tr>
<td>Project_ID</td>
<td>Text</td>
<td>4</td>
<td>Key</td>
</tr>
<tr>
<td>Skill_ID</td>
<td>Text</td>
<td>3</td>
<td>Key</td>
</tr>
<tr>
<td>SKL_ID</td>
<td>Text</td>
<td>3</td>
<td>Key</td>
</tr>
<tr>
<td>Tech_ID</td>
<td>Text</td>
<td>3</td>
<td>Key</td>
</tr>
<tr>
<td>Region_ID</td>
<td>Text</td>
<td>3</td>
<td>Key</td>
</tr>
<tr>
<td>Skill_Cost</td>
<td>Currency</td>
<td></td>
<td>Data</td>
</tr>
<tr>
<td>Estimate_man_days</td>
<td>Number</td>
<td>Long Integer</td>
<td>Data</td>
</tr>
<tr>
<td>Actual_man_days</td>
<td>Number</td>
<td>Long Integer</td>
<td>Data</td>
</tr>
</tbody>
</table>

#### Skill Cost Table: Data View

<table>
<thead>
<tr>
<th>Organization</th>
<th>Project ID</th>
<th>Skill ID</th>
<th>SKL_ID</th>
<th>Tech_ID</th>
<th>Region_ID</th>
<th>Skill_Cost</th>
<th>Estimate man_days</th>
<th>Actual man_days</th>
</tr>
</thead>
<tbody>
<tr>
<td>O001</td>
<td>P001</td>
<td>K01</td>
<td>S01</td>
<td>T01</td>
<td>R01</td>
<td>$75.00</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>O002</td>
<td>P002</td>
<td>K02</td>
<td>S02</td>
<td>T02</td>
<td>R02</td>
<td>$150.00</td>
<td>24</td>
<td>27</td>
</tr>
<tr>
<td>O003</td>
<td>P003</td>
<td>K05</td>
<td>S03</td>
<td>T03</td>
<td>R03</td>
<td>$250.00</td>
<td>12</td>
<td>28</td>
</tr>
<tr>
<td>O020</td>
<td>P004</td>
<td>K06</td>
<td>S04</td>
<td>T04</td>
<td>R04</td>
<td>$500.00</td>
<td>8</td>
<td>6</td>
</tr>
</tbody>
</table>

### Skill Type Table Definition: Design View

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Data Type</th>
<th>Size</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skill_ID</td>
<td>Text</td>
<td>3</td>
<td>Key</td>
</tr>
<tr>
<td>Skill_Name</td>
<td>Text</td>
<td>40</td>
<td>Data</td>
</tr>
</tbody>
</table>

#### Skill Type Table: Data View

<table>
<thead>
<tr>
<th>Skill ID</th>
<th>Skill Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>K01</td>
<td>Database Development and Adm.</td>
</tr>
<tr>
<td>K02</td>
<td>System Analysis</td>
</tr>
<tr>
<td>K03</td>
<td>Network Design</td>
</tr>
<tr>
<td>K04</td>
<td>Programming/Software Eng.</td>
</tr>
<tr>
<td>K05</td>
<td>Technical Advisor</td>
</tr>
<tr>
<td>K06</td>
<td>Web Development</td>
</tr>
<tr>
<td>K07</td>
<td>Application Manager</td>
</tr>
<tr>
<td>K08</td>
<td>IT Consultant</td>
</tr>
<tr>
<td>K09</td>
<td>IT Project Manager</td>
</tr>
</tbody>
</table>

### Development Type Table Definition: Design View

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Data Type</th>
<th>Size</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEV ID</td>
<td>Text</td>
<td>3</td>
<td>Key</td>
</tr>
<tr>
<td>Development_Type</td>
<td>Text</td>
<td>20</td>
<td>Data</td>
</tr>
</tbody>
</table>
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### DEVELOPMENT TYPE TABLE: Data view

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Data Type</th>
<th>Size</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>OrgNo</td>
<td>Text</td>
<td>4</td>
<td>Key</td>
</tr>
<tr>
<td>Project_ID</td>
<td>Text</td>
<td>4</td>
<td>Key</td>
</tr>
<tr>
<td>Tech_ID</td>
<td>Text</td>
<td>3</td>
<td>key</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tech_Cost</th>
<th>Currency</th>
<th>Data</th>
</tr>
</thead>
</table>

#### Project Technical Table Definition: Design View

<table>
<thead>
<tr>
<th>OrgNo</th>
<th>Project_ID</th>
<th>Tech_ID</th>
<th>Tech_Cost (total)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O001</td>
<td>P001</td>
<td>T01</td>
<td>4000</td>
</tr>
<tr>
<td>O002</td>
<td>P002</td>
<td>T02</td>
<td>2000</td>
</tr>
<tr>
<td>O003</td>
<td>P003</td>
<td>T03</td>
<td>1000</td>
</tr>
<tr>
<td>O004</td>
<td>P004</td>
<td>T04</td>
<td>7000</td>
</tr>
<tr>
<td>O005</td>
<td>P005</td>
<td>T05</td>
<td>5000</td>
</tr>
<tr>
<td>O006</td>
<td>P006</td>
<td>T01</td>
<td>1000</td>
</tr>
</tbody>
</table>

#### Project Technical Table: Data view

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Data Type</th>
<th>Size</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tech_ID</td>
<td>Text</td>
<td>3</td>
<td>Key</td>
</tr>
<tr>
<td>Generation</td>
<td>Text</td>
<td>20</td>
<td>Data</td>
</tr>
<tr>
<td>Tech_Description</td>
<td>Text</td>
<td>20</td>
<td>Data</td>
</tr>
<tr>
<td>Tech_Used</td>
<td>Text</td>
<td>30</td>
<td>Data</td>
</tr>
<tr>
<td>Tech_Unit_Cost</td>
<td>Number</td>
<td>Double</td>
<td>Data</td>
</tr>
</tbody>
</table>

#### PROJECT Technical Environment Definition: Design View

<table>
<thead>
<tr>
<th>Tech_ID</th>
<th>Generation</th>
<th>Technical Description</th>
<th>Technology used Hardware &amp; Software Infrastructures</th>
<th>Technical Unit Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>T01</td>
<td>4th G</td>
<td>Java ORACLE C++</td>
<td>Win Based</td>
<td>1000</td>
</tr>
<tr>
<td>T02</td>
<td>3rd G</td>
<td>FORTRAN C SQL</td>
<td>Unix Based</td>
<td>700</td>
</tr>
<tr>
<td>T03</td>
<td>2nd G</td>
<td>Access EXCEL GUI</td>
<td>Apple X</td>
<td>300</td>
</tr>
<tr>
<td>T04</td>
<td>Applications</td>
<td>Assembler DB2</td>
<td>Main Frame</td>
<td>100</td>
</tr>
</tbody>
</table>
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Regional Table Definition: Design View

<table>
<thead>
<tr>
<th>Region_ID</th>
<th>Region</th>
<th>Life_Expenses</th>
<th>Inflation_Rate*</th>
</tr>
</thead>
<tbody>
<tr>
<td>RO1</td>
<td>Asia</td>
<td>19.7 pct; 5.2 Growth</td>
<td>4.8 pct</td>
</tr>
<tr>
<td>RO2</td>
<td>Middle east</td>
<td>28.8 pct; 5.4 Growth</td>
<td>1.85 pct – 1.69 pct</td>
</tr>
<tr>
<td>RO3</td>
<td>Europe</td>
<td>38.3 pct; 2.7 Growth</td>
<td>2.43 pct -2.45 pct</td>
</tr>
<tr>
<td>RO4</td>
<td>South East Asia</td>
<td>5.1 pct; 5.4 pct</td>
<td>4.9 pct – 5.2 pct</td>
</tr>
<tr>
<td>RO5</td>
<td>East &amp; North Asia</td>
<td>6.4 pct – 6.6 pct</td>
<td>2.2 pct -2.3 pct</td>
</tr>
<tr>
<td>RO6</td>
<td>South Africa</td>
<td>--</td>
<td>-1.5 pct – -0.5 pct</td>
</tr>
<tr>
<td>RO7</td>
<td>North America</td>
<td>20.6 pct– 2.7 Growth</td>
<td>2.1 pct – 2.5 pct</td>
</tr>
<tr>
<td>RO8</td>
<td>South America</td>
<td>2.6 Growth</td>
<td>8.7 pct – 9.8 pct</td>
</tr>
</tbody>
</table>

*http://www.forbes.com/markets/feeds

Culture Table Definition: Design View

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Data Type</th>
<th>Size</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>CULT_ID</td>
<td>Text</td>
<td>3</td>
<td>Key</td>
</tr>
<tr>
<td>Cult_Description</td>
<td>Text</td>
<td>20</td>
<td>Data</td>
</tr>
<tr>
<td>Timely</td>
<td>Number</td>
<td>Integer</td>
<td>Data</td>
</tr>
<tr>
<td>Collaboration</td>
<td>Number</td>
<td>Integer</td>
<td>Data</td>
</tr>
<tr>
<td>Team Effort</td>
<td>Stability</td>
<td>Number</td>
<td>Integer</td>
</tr>
<tr>
<td>Communication</td>
<td>Structure</td>
<td>Number</td>
<td>Integer</td>
</tr>
<tr>
<td>Intercultural</td>
<td>Intelligence</td>
<td>Number</td>
<td>Integer</td>
</tr>
<tr>
<td>Reward</td>
<td>Number</td>
<td>Integer</td>
<td>Data</td>
</tr>
<tr>
<td>Team Experience</td>
<td>Number</td>
<td>Integer</td>
<td>Data</td>
</tr>
</tbody>
</table>
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### CULTURE TABLE: Data view

<table>
<thead>
<tr>
<th>CID</th>
<th>Leadership</th>
<th>Collaboration</th>
<th>Job</th>
<th>Communication</th>
<th>Intercultural</th>
<th>Reward</th>
<th>Team</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Timely)</td>
<td>(Data)</td>
<td>(Structure)</td>
<td>(Intelligence)</td>
<td>(knowledge skill)</td>
<td>(Incentives)</td>
<td>Experience</td>
</tr>
<tr>
<td>C01</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>(7-9)</td>
<td>(7-9)</td>
<td>(7-9)</td>
<td>(7-9)</td>
<td>(7-9)</td>
<td>(7-9)</td>
<td>(7-9)</td>
</tr>
<tr>
<td>C02</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td></td>
<td>(4-6)</td>
<td>(4-6)</td>
<td>(4-6)</td>
<td>(4-6)</td>
<td>(4-6)</td>
<td>(4-6)</td>
<td>(4-6)</td>
</tr>
<tr>
<td>C03</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>(1-3)</td>
<td>(1-3)</td>
<td>(1-3)</td>
<td>(1-3)</td>
<td>(1-3)</td>
<td>(1-3)</td>
<td>(1-3)</td>
</tr>
</tbody>
</table>

### Field Name | Data Type | Size | Remark
--- | --- | --- | ---
Leadership ID | Text | 3 | Key
Leadership Type | Text | 20 | Data
Interaction & Relationship | Number | Integer | Data
Decision-Making | Number | Integer | Data
Motivation | Number | Integer | Data
Understanding | Number | Integer | Data
Org. Culture | Number | Integer | Data
Active Thinking | Number | Integer | Data
Communication Skills | Number | Integer | Data

### Project Leadership Table Definition: Design View

<table>
<thead>
<tr>
<th>LID</th>
<th>Interaction</th>
<th>Decision Making</th>
<th>Motivation</th>
<th>Understanding</th>
<th>Active Thinking</th>
<th>Communication Skills</th>
</tr>
</thead>
<tbody>
<tr>
<td>L01</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>(7-9)</td>
<td>(7-9)</td>
<td>(7-9)</td>
<td>(7-9)</td>
<td>(7-9)</td>
<td>(7-9)</td>
</tr>
<tr>
<td>L02</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td></td>
<td>(4-6)</td>
<td>(4-6)</td>
<td>(4-6)</td>
<td>(4-6)</td>
<td>(4-6)</td>
<td>(4-6)</td>
</tr>
<tr>
<td>L03</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>(1-3)</td>
<td>(1-3)</td>
<td>(1-3)</td>
<td>(1-3)</td>
<td>(1-3)</td>
<td>(1-3)</td>
</tr>
</tbody>
</table>
## 2) SEEOS Data Dictionary

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Field Description</th>
<th>Data Type</th>
<th>Field Size</th>
<th>Sample Data</th>
<th>Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technical Cost</td>
<td>Each Project Technical has assigned of technical total cost</td>
<td>Text</td>
<td>3</td>
<td>2000</td>
<td>1. Project Technical Table</td>
</tr>
<tr>
<td></td>
<td>✓ TØ1</td>
<td></td>
<td></td>
<td>1000</td>
<td>2. Report</td>
</tr>
<tr>
<td></td>
<td>✓ TØ2</td>
<td></td>
<td></td>
<td></td>
<td>3. Entry</td>
</tr>
<tr>
<td>Business Users</td>
<td>Each Project Technical has assigned of Backend users</td>
<td>Number</td>
<td>Long Integer</td>
<td>100 ERP users</td>
<td>1. Project Business Environment Table</td>
</tr>
<tr>
<td># of Clients</td>
<td>Each Project Number of Clients has assigned of Business Environment</td>
<td>Number</td>
<td>Long Integer</td>
<td>10</td>
<td>1. Project Business Environment Table</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td></td>
<td></td>
<td>20</td>
<td>2. Report</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td></td>
<td></td>
<td>50</td>
<td>3. Entry</td>
</tr>
<tr>
<td># of Transactions</td>
<td>Each Project has assigned of Number of Transaction for each Project Environment, transactions by Weekly</td>
<td>Number</td>
<td>Long Integer</td>
<td>200</td>
<td>1. Project Business Environment Table</td>
</tr>
<tr>
<td></td>
<td>✓ ≤1000</td>
<td></td>
<td></td>
<td>100</td>
<td>2. Report</td>
</tr>
<tr>
<td></td>
<td>✓ 1001&lt;TRN&lt;10,000</td>
<td></td>
<td></td>
<td></td>
<td>3. Entry</td>
</tr>
<tr>
<td></td>
<td>✓ 10,001&lt;TRN&lt;500,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>✓ &gt;500,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Field Name</td>
<td>Field Description</td>
<td>Data Type</td>
<td>Field Size</td>
<td>Sample Data</td>
<td>Usage</td>
</tr>
<tr>
<td>---------------------</td>
<td>--------------------------------------------------------</td>
<td>-----------</td>
<td>------------</td>
<td>-------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Region_ID</td>
<td>Each Culture has assigned of Regional ID key</td>
<td>Text</td>
<td>3</td>
<td>R01</td>
<td>1. Regional Table</td>
</tr>
<tr>
<td></td>
<td>✓ RØ1</td>
<td></td>
<td></td>
<td>R04</td>
<td>2. Report</td>
</tr>
<tr>
<td></td>
<td>✓ RØ2</td>
<td></td>
<td></td>
<td></td>
<td>3. Entry</td>
</tr>
<tr>
<td></td>
<td>✓ RØ3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>✓ RØ4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>✓ RØ5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>✓ RØ6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>✓ RØ7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Region</td>
<td>Each Culture has assigned of Region Key</td>
<td>Text</td>
<td>20</td>
<td>Middle east</td>
<td>4. Regional Table</td>
</tr>
<tr>
<td></td>
<td>✓ Asia</td>
<td></td>
<td></td>
<td>UK</td>
<td>5. Report</td>
</tr>
<tr>
<td></td>
<td>✓ Middle east</td>
<td></td>
<td></td>
<td></td>
<td>6. Entry</td>
</tr>
<tr>
<td></td>
<td>✓ Europe</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>✓ South East Asia</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>✓ East Asia</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>✓ South Asia</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>✓ North America</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>✓ South America</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cost of Living</td>
<td>Each Region has assigned of Regional Life Expense percentage for last 5-10 years</td>
<td>Number</td>
<td>Long Integer</td>
<td>5%</td>
<td>7. Regional Table</td>
</tr>
<tr>
<td>GDP+</td>
<td>✓ 4.1 pct</td>
<td></td>
<td></td>
<td></td>
<td>8. Report</td>
</tr>
<tr>
<td></td>
<td>✓ 2.1 pct</td>
<td></td>
<td></td>
<td></td>
<td>9. Entry</td>
</tr>
<tr>
<td>Inflation_Rate+</td>
<td>Each Region has assigned of regional Inflation rate</td>
<td>Number</td>
<td>Long Integer</td>
<td>4.5%</td>
<td>10. Regional Table</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>11. Report</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12. Entry</td>
</tr>
<tr>
<td>Goss/Population % of Consumer Price Index</td>
<td>Each Culture has assigned of Regional CPR key</td>
<td>Number</td>
<td>Long Integer</td>
<td>3%</td>
<td>13. Regional Table</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>14. Report</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>15. Entry</td>
</tr>
<tr>
<td>Field Name</td>
<td>Field Description</td>
<td>Data Type</td>
<td>Field Size</td>
<td>Sample Data</td>
<td>Usage</td>
</tr>
<tr>
<td>---------------------</td>
<td>-----------------------------------------------------------------------------------</td>
<td>-----------</td>
<td>------------</td>
<td>-------------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>Cult_Type</td>
<td>Each Culture has assigned of Culture Type</td>
<td>Number</td>
<td>Long Integer</td>
<td>9</td>
<td>1. Culture Table</td>
</tr>
<tr>
<td></td>
<td>9-7: High</td>
<td></td>
<td></td>
<td>7</td>
<td>2. Report</td>
</tr>
<tr>
<td></td>
<td>6-4: Medium</td>
<td></td>
<td></td>
<td>7</td>
<td>3. Entry</td>
</tr>
<tr>
<td></td>
<td>3-1: Low</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Timely</td>
<td>Each Culture has assigned of Timely key</td>
<td>Number</td>
<td>Long Integer</td>
<td>9</td>
<td>1. Culture Table</td>
</tr>
<tr>
<td></td>
<td>9-7 High, 6-4 Medium, 3-1 Low</td>
<td></td>
<td></td>
<td>7</td>
<td>2. Report</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3. Entry</td>
</tr>
<tr>
<td>Collaboration</td>
<td>Each Culture has assigned of Collaboration Level</td>
<td>Number</td>
<td>Long Integer</td>
<td>9</td>
<td>1. Culture Table</td>
</tr>
<tr>
<td>Team Effort</td>
<td>9-7 High, 6-4 Medium, 3-1 Low</td>
<td></td>
<td></td>
<td>7</td>
<td>2. Report</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td>3. Entry</td>
</tr>
<tr>
<td>Stability</td>
<td>Each Culture has assigned of Stability Key</td>
<td>Number</td>
<td>Long Integer</td>
<td>7</td>
<td>1. Culture Table</td>
</tr>
<tr>
<td></td>
<td>9-7 High, 6-4 Medium, 3-1 Low</td>
<td></td>
<td></td>
<td>7</td>
<td>2. Report</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td>3. Entry</td>
</tr>
<tr>
<td>Communication</td>
<td>Each Culture has assigned of Communication Structure Key</td>
<td>Number</td>
<td>Long Integer</td>
<td>9</td>
<td>1. Culture Table</td>
</tr>
<tr>
<td>Structure</td>
<td>9-7 High, 6-4 Medium, 3-1 Low</td>
<td></td>
<td></td>
<td>7</td>
<td>2. Report</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td>3. Entry</td>
</tr>
<tr>
<td>Intercultural</td>
<td>Each Culture has assigned of Intelligence Level Key</td>
<td>Long Integer</td>
<td>Number</td>
<td>9</td>
<td>1. Culture Table</td>
</tr>
<tr>
<td>Intelligence</td>
<td>9-7 High, 6-4 Medium, 3-1 Low</td>
<td></td>
<td></td>
<td></td>
<td>2. Report</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3. Entry</td>
</tr>
<tr>
<td>Team Experience</td>
<td>Each Team Culture has assigned of Team Experience Level Key</td>
<td>Number</td>
<td>Long Integer</td>
<td>5</td>
<td>1. Culture Table</td>
</tr>
<tr>
<td></td>
<td>9-7 High, 6-4 Medium, 3-1 Low</td>
<td></td>
<td></td>
<td></td>
<td>2. Report</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3. Entry</td>
</tr>
<tr>
<td>Field Name</td>
<td>Field Description</td>
<td>Data Type</td>
<td>Field Size</td>
<td>Sample Data</td>
<td>Usage</td>
</tr>
<tr>
<td>-------------------</td>
<td>-------------------</td>
<td>-------------</td>
<td>------------</td>
<td>-------------</td>
<td>---------------------</td>
</tr>
</tbody>
</table>
| Reward            | Each Culture has assigned of Reward Level Key 9-7 High, 6-4 Medium, 3-1 Low | Long Integer | Number     | 5            | 1. Culture Table  
2. Report  
3. Entry |
| Evaluation        | Each Culture has assigned of Evaluation Level Key. 9-7 High, 6-4 Medium, 3-1 Low | Long Integer | Number     | 1            | 1. Culture Table  
2. Report  
3. Entry |
| Leadership_Type   | Each Leadership has assigned of Leadership type key 9-7 High, 6-4 Medium, 3-1 Low | Long Integer | Number     | 5            | 1. Leadership Table  
2. Report  
3. Entry |
| Interaction & Relationship | Each Leadership has assigned of Interaction & Relationship Level key 9-7 High, 6-4 Medium, 3-1 Low | Long Integer | Number     | 9            | 1. Leadership Table  
2. Report  
3. Entry |
<table>
<thead>
<tr>
<th>Field Name</th>
<th>Field Description</th>
<th>Data Type</th>
<th>Field Size</th>
<th>Sample Data</th>
<th>Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision-Making</td>
<td>Each Leadership has assigned of Decision Making Level key 9-7 High, 6-4 Medium, 3-1 Low</td>
<td>Long Integer</td>
<td>Number</td>
<td>9, 5, 1</td>
<td>4, 5, 6</td>
</tr>
<tr>
<td>Motivation</td>
<td>Each Leadership has assigned of Motivation Level key 9-7 High, 6-4 Medium, 3-1 Low</td>
<td>Long Integer</td>
<td>Number</td>
<td>9</td>
<td>4, 5, 6</td>
</tr>
<tr>
<td>Understanding Org. Culture</td>
<td>Each Leadership has assigned of Understanding Org. Culture key 9-7 High, 6-4 Medium, 3-1 Low</td>
<td>Long Integer</td>
<td>Number</td>
<td>5</td>
<td>4, 5, 6</td>
</tr>
<tr>
<td>Active Thinking</td>
<td>Each Leadership has assigned of Active Thinking Level key 9-7 High, 6-4 Medium, 3-1 Low</td>
<td>Long Integer</td>
<td>Number</td>
<td>1</td>
<td>7, 8, 9</td>
</tr>
<tr>
<td>Communication Skills</td>
<td>Each Leadership has assigned of Communication Skills Level key 9-7 High, 6-4 Medium, 3-1 Low</td>
<td>Long Integer</td>
<td>Number</td>
<td>9</td>
<td>4, 5, 6</td>
</tr>
</tbody>
</table>
APPENDIX F

Profile Theory Techniques

In this theory, an object is described by a set of factors and, in turn, each factor is defined by multiple characteristics. A set of factors forms a profile. A factor is represented by qualitative and quantitative information. A profile is introduced as follows (Plekhanova, 2000): Quantitative description of the ith profile factor is defined by time characteristic, property, and weight. In particular,

- \( \varepsilon_i \) - time characteristic of the ith factor \( \varepsilon_i = \varepsilon_i(t) \) (e.g. duration/length of experience, factor existence or non existence). Domain constraints may define bounds, i.e. \( b_i \leq \varepsilon_i \leq u_i \), where \( b_i \geq 0 \), \( u_i \geq 0 \) represent bottom (lower) and top (upper) values of the ith factor time range, respectively.

- \( v_i \) - property of the ith factor (e.g. depth, level, range, complexity or capability of a factor). Since a property may change with time, \( v_i = v_i(t) \) can be defined as a function of time. Domain constraints may define bounds, i.e. \( b_i \leq v_i \leq u_i \), where \( b_i \geq 0 \), \( u_i \geq 0 \) represent bottom (lower) and top (upper) values of the ith factor property range, respectively.

- \( w_i \) - weight of a factor which defines either the factor importance or the factor priority. Factor weights can vary, and therefore, \( w_i \) can be also considered as a function of time \( w_i = w_i(t) \). Domain constraints may define bounds, i.e.
\[ w_i^b \leq w_i \leq w_i^u, \text{ where } w_i^b \geq 0, w_i^u \geq 0 \] represent bottom (lower) and top (upper) values of the \( i \text{th} \) factor weight range, respectively.

In order to define completeness of knowledge/skill description of a project performer with respect to the required factors for a task, a consideration of the property for completeness of profile factors is needed. That is, the set \( LS \) represents a complete set of the key profile factors if the set of the factor weights for the particular profile satisfies the following conditions:

\[
\sum_{i=1}^{n} w_i(t) = 1, \text{ where } w_i(t) \in [0, 1]
\]

The completeness property is important for the identification of the essential profile factors and for these to be incorporated into the profile description. Thus, it is possible, using a notion of profile presented in profile theory, to describe leadership.

For example, factors that represent a leadership \( (LS) \) could be described as follows:

\[
f(LS) = \{< \epsilon_1, L, \omega_1 >, < \epsilon_2, T, \omega_2 >, < \epsilon_3, G, \omega_3 >, < \epsilon_4, C, \omega_4 >, < \epsilon_5, X, \omega_5 >\}
\]

Where:

\( L \): Leadership characteristics, such as style, power, capability, traits, and skills
\( T \): Team characteristics, such as culture, knowledge, personal competencies
\( G \): Organisational type, such as project-oriented, functional, or matrix authority
\( C \): Communication skills, in both channels (leader vs. team culture)
\( X \): Project complexity, such as core or support systems
\( \epsilon_i \): Factor existence, such as \( \epsilon = 1 \), non existence \( \epsilon = 0 \); where \( \epsilon_i \) is
ε₁, ε₂, ε₃, ε₄, and ε₅ are the factor existence for leader characteristics, team culture, organisational type, communication skills, and complexity, respectively.

ωᵢ: Total weight of sub-factor(s) weight is divided equally in approximation ad hoc cases or based on importance or priority, where ω₁, ω₂, ω₃, ω₄, and ω₅, are the weights for leadership characteristics, team culture, organisational type, communication skills and complexity, respectively.

For example, a leader’s profile may be defined by five parameters to measure the leadership factor:

\[ L = \{(\langle \varepsilon_i, l_i, \omega_i \rangle), i = 1, n\}, \quad n = 5 \]

\[ L = \{(\langle \varepsilon_1, l_1, \omega_1 \rangle, \langle \varepsilon_2, l_2, \omega_2 \rangle, \langle \varepsilon_3, l_3, \omega_3 \rangle, \langle \varepsilon_4, l_4, \omega_4 \rangle, \langle \varepsilon_5, l_5, \omega_5 \rangle)\} \]

For example \( L = <1, 7.1, 1/5>, <1,6.5, 1/5>… \)

The team profile may consist of six parameters such as team culture, experience, and capability:

\[ T = \{(\langle \varepsilon_i, t_i, \omega_i \rangle), i = 1, n\}, \quad n = 6 \]

\[ T = \{(\langle \varepsilon_1, t_1, \omega_1 \rangle, \langle \varepsilon_2, t_2, \omega_2 \rangle, \langle \varepsilon_3, t_3, \omega_3 \rangle, \langle \varepsilon_4, t_4, \omega_4 \rangle, \langle \varepsilon_5, t_5, \omega_5 \rangle, \langle \varepsilon_6, t_6, \omega_6 \rangle)\} \]

The organisational type (G) profile may be defined by 3 parameters

\[ G \in \{(\langle \varepsilon_i, G_i, \omega_i \rangle), G = \begin{cases} 
0, & \text{if G is functional - project manager has less authority} \\
0.5, & \text{if G is matrix - project manager and functional manager share similar authority} \\
1, & \text{if G is project - oriented - project manager has the highest authority} 
\end{cases} \}
\]

\[ G = \{(\langle \varepsilon_1, G_1, \omega_1 \rangle, \langle \varepsilon_2, G_2, \omega_2 \rangle, \langle \varepsilon_3, G_3, \omega_3 \rangle)\} \]

The communication skills profile may be defined as:

\[ C = \{(\langle \varepsilon_i, c_i, \omega_i \rangle), i = 1, n\}, \quad n = 2 \]
The project complexity \( X \) profile may be defined by 2 parameters

\[
X = \{(< \varepsilon_i, X_i, \omega_i >, i = 1, 2), X_i = \begin{cases} 
  0.1, & \text{if } X \text{ is Support} \\
  0.2, & \text{if } X \text{ is Core} 
\end{cases} \}
\]

\[
X = \{(< \varepsilon_1, X_1, \omega_1 >, < \varepsilon_2, X_2, \omega_2 >) \}
\]

If weights are equal as approximated, then \( \omega(f_i) = \frac{1}{n} \), \( 0 \leq \omega(f_i) \leq \frac{1}{n} \)

Where \( \omega(f_i) \) are maximum weights for each factor (i.e. \( 1/5 = 0.2 \)), otherwise weights are based on factor priority or importance.

These factors are considered in isolation and need to be integrated to assess their contribution to the success of a project. The set of attributes were measured on a 1-9 scale through a questionnaire, a mean value calculated. The results of the study showed that the means of leadership and culture were very close 7.0 and 6.8 (see Table F.6). Profile theory thus allows for the assessment of a leader in a comprehensive manner including many different factors.

<table>
<thead>
<tr>
<th>Project</th>
<th>Factors</th>
<th>Information</th>
<th>Decision Making</th>
<th>Technical Skills</th>
<th>Leadership</th>
<th>Project Culture</th>
<th>Active Thinking</th>
<th>Compliance</th>
<th>Average Leader</th>
<th>Team</th>
<th>Project</th>
<th>Informational Influence</th>
<th>Emotional IQ</th>
<th>Stress Tolerance</th>
<th>Collaboration</th>
<th>Team Experience</th>
<th>Average score</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>Average</td>
<td>7.1</td>
<td>7.6</td>
<td>6.6</td>
<td>7.2</td>
<td>7.1</td>
<td>7.0</td>
<td>6.7</td>
<td>7.0</td>
<td>6.9</td>
<td>6.8</td>
<td>6.8</td>
<td>6.8</td>
<td>6.8</td>
<td>6.8</td>
<td>6.8</td>
<td>6.8</td>
</tr>
</tbody>
</table>

Table F.6: Average score for leadership and culture attributes

Where:

\( v \): The input value for each factor

\( k \): The weight of each factor

\( s \): The maximum scale value
$n$: The number of parameters

$w$: The maximum weight for each factor

For each parameter, the weighting factor is the maximum weight divided by the number of parameters $\frac{\omega(f_i)}{n} = k$; for example, $\frac{0.2}{5} = 0.04$, where 5 is number of parameters for leader factors. The output value of a factor in leadership is a set of weights, as defined as follows: $\text{parm}_i \times \omega = \frac{v \times k}{s}$; the weight for each parameter is based on an input value multiplied by the weight of each factor and divided by the maximum scale value. In this example (see Table F.7), the organisational hierarchy was project-oriented and the application type was support systems.

<table>
<thead>
<tr>
<th>Description</th>
<th>Factor</th>
<th>No. of param (n)</th>
<th>max value (s)</th>
<th>Parameter</th>
<th>Parameter Value (fi)</th>
<th>max factor weight ((\omega)) = (\omega(f_i))</th>
<th>Weight each factor ((W)) = (w(f_i))</th>
<th>Parameter Weight (parm wi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leader L</td>
<td></td>
<td>5.00</td>
<td>9.00</td>
<td>11</td>
<td>7.1</td>
<td>0.20</td>
<td>0.040</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12</td>
<td>7.0</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>13</td>
<td>6.6</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>14</td>
<td>6.8</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>15</td>
<td>7.2</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(w(L)) = 0.184</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Team T</td>
<td></td>
<td>6.00</td>
<td>9.00</td>
<td>11</td>
<td>6.7</td>
<td>0.2</td>
<td>0.033</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12</td>
<td>6.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>13</td>
<td>6.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>14</td>
<td>7.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>15</td>
<td>6.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>16</td>
<td>6.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(w(T))</td>
<td></td>
<td>0.184</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Orgn G</td>
<td></td>
<td>1.00</td>
<td>3.00</td>
<td>Functional</td>
<td>0</td>
<td>0.2</td>
<td>(k = 0.67)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Matrix</td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Prj. Oriented</td>
<td>1</td>
<td></td>
<td>(w(O)) = 0.20</td>
<td></td>
</tr>
<tr>
<td>Commu. Skills C</td>
<td>2.00</td>
<td>9.00</td>
<td></td>
<td>Commu.</td>
<td>7.1</td>
<td>0.2</td>
<td>0.10</td>
<td>(w(C)) = 0.126</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Teammu</td>
<td>7.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Complexity X</td>
<td></td>
<td>1.00</td>
<td>2.00</td>
<td>Support</td>
<td>0</td>
<td>0.2</td>
<td>(k = 0.67)</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Core</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(w(X))</td>
<td></td>
<td>0.100</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| Total weighted | \(0.67\) |

Table F.7: Leadership profile

A profile for leadership factors is the total of all sub-factors. The value of the profile leadership \(LS\) total weight is equal to $\omega(\text{LS}) = \sum_{i=1}^{n} \frac{v \times k}{s}$, (i.e. 0.67) for this case.
by adding all sub-factors for leadership gives a ratio which can be compared with other sub-factors of leadership to see which profile carries more weight in term of project success.

The following question seems appropriate: “What is more important: having an exemplary and experienced leader, or having a perfect environmental culture? Which one has more impact?” Experts believe that both are important because both have close results, but the capability and compatibility of each part is also important.

In order to evaluate leadership capability, the following profile is used:

\[
V(L_{s_i}, C_{u_i}) = \omega_i \left( \frac{\varepsilon_i}{\varepsilon_i^{(0)}} \right) \left( \frac{v_i}{v_i^{(0)}} \right)^2
\]  

(1)

Hence, for the ith factor:

\( \varepsilon_i \): Available or previous experience (existence)

\( \varepsilon_i^{(0)} \): Required experience (existence)

\( v_i \): Existing level capability of factors

\( v_i^{(0)} \): Required level capability of factors

\( \omega_i \): Weight factor

A profile capability (\( V \)) for leadership or culture is the sum of all factor capabilities in formula (1).

\[
V(L_{s_i}, C_{u_i}) = \sum_{i=1}^{n} \omega_i \left( \frac{\varepsilon_i}{\varepsilon_i^{(0)}} \right) \left( \frac{v_i}{v_i^{(0)}} \right)^2
\]  

(2)

Leader compatibility may be defined as leader capability that is used for the project development without adaptation, adjustment or modification. In order to determine
compatibility of a leader and provide comparison of different available factor/profile capabilities of a leader with respect to the required factor/profile capability of the leader, a compatibility weight can be used for the measure defined in the profile theory as follows (Plekanova, 1999): a compatibility-weight is an integrated quality characteristic that represents compatibility of available profile capability with required profile capability. Thus, a compatibility weight for leadership is defined as follows in formula (3).

\[
w(Ls_i, Cu_i) = \prod_{i=1}^{n} \left( \frac{E_i}{E_i^{(0)}} \right)^2 \left( \frac{V_i}{V_i^{(0)}} \right)^2 \quad (3)
\]

where \( w(Ls_i, Cu_i) \geq 1 \), if \( n \) available factor capabilities cover \( n \) required factor capabilities, i.e. \( V(Ls_i, Cu_i) \geq V(Ls_i, Cu_i^{(0)}) \), \( \forall i : i = 1, n \).

The weights for leadership and cultural compatibility are computed by the number of required and number of available factors. Assume that a project manager A (PM A) was obtained from the average observed cases of leadership and cultural attributes. The corresponding data values were collected and considered as average cases (see Table F.6). An ordinary project manager (PM B) was compared with the 'optimum' project manager (see Tables F.8 and F.9 respectively). The required case helps in assessing new cases. A new case is evaluated and compared with a given required case. The candidate is assessed using the obtained values for the attributes. The measured capabilities and compatibilities are used to determine how close the candidate’s case is to the required case or to an average case. The decision is based on closest weight.
In this study, six leadership characteristics were identified. These attributes were derived by averaging each sub-level of characteristic. The levels were based on the assumption of level of the leadership (high = 3). The weight was 1/6 equal priority for all factors. For example, the leader profile capability for (PM A) attribute such as 'interaction' is $v(L_{S_1})$; therefore,

$$v(L_{S_1}) = 0.17 \left( \frac{7.1}{9} \right) \left( \frac{3}{3} \right)^2$$

where the level scale is 1-3; low, nominal, and high respectively. The total capability $v(L_{S_i})$ is the sum of all $v(L_{S_i})$ where $i$ is the number for factors. The length is the number of factors which are available or which satisfy the required profile and is positive (>0). The compatibility length $p(l)$ is the ratio of available factors over required factors. The compatibility weight $w(l)$ is an integrated quality characteristic which represents the available compatibility and the required profile compatibility. Therefore, assuming that project task requires finding (PM A), then we get: $w(l) = 0.79*0.78*0.73*0.76*0.8*0.79 = 21\%$. PM A communication was

<table>
<thead>
<tr>
<th>Factor</th>
<th>Required -Optimum</th>
<th>PM A (average Cases)</th>
<th>PM B</th>
<th>weight</th>
<th>weight</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>attrib</td>
<td>prop</td>
<td>level</td>
<td>weight</td>
<td>attrib</td>
</tr>
<tr>
<td>Interpersonal</td>
<td>9</td>
<td>3</td>
<td>0.17</td>
<td>7.1</td>
<td>3</td>
</tr>
<tr>
<td>Decision Making</td>
<td>9</td>
<td>3</td>
<td>0.17</td>
<td>7.0</td>
<td>3</td>
</tr>
<tr>
<td>Motivation</td>
<td>9</td>
<td>3</td>
<td>0.17</td>
<td>6.6</td>
<td>3</td>
</tr>
<tr>
<td>Understanding</td>
<td>9</td>
<td>3</td>
<td>0.17</td>
<td>6.6</td>
<td>3</td>
</tr>
<tr>
<td>Active Thinking</td>
<td>9</td>
<td>3</td>
<td>0.17</td>
<td>7.2</td>
<td>3</td>
</tr>
<tr>
<td>Communication</td>
<td>9</td>
<td>3</td>
<td>0.17</td>
<td>7.1</td>
<td>3</td>
</tr>
</tbody>
</table>

Table F.8: Leadership factors and capability / compatibility values
used in a separate profile with culture therefore only 5 factors were satisfied. Thus, the compatibility-weights $\omega((1+6) = 0.79*0.78*0.73*0.76*0.8 = 27\%$. A similar approach was applied to the culture and skills profiles.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Required</th>
<th>Optimum</th>
<th>PM A (average Case)</th>
<th>PM B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>attrib</td>
<td>prop_level</td>
<td>weight</td>
<td>attrib</td>
</tr>
<tr>
<td>Time - Respect</td>
<td>9</td>
<td>0.14</td>
<td>0.7</td>
<td>3</td>
</tr>
<tr>
<td>Improv. Relation/Coordination</td>
<td>9</td>
<td>0.14</td>
<td>0.7</td>
<td>3</td>
</tr>
<tr>
<td>Job Stability</td>
<td>9</td>
<td>0.14</td>
<td>0.7</td>
<td>3</td>
</tr>
<tr>
<td>Intercultural Intellig.</td>
<td>9</td>
<td>0.14</td>
<td>0.7</td>
<td>3</td>
</tr>
<tr>
<td>Reward Mechanisms</td>
<td>9</td>
<td>0.14</td>
<td>0.7</td>
<td>3</td>
</tr>
<tr>
<td>Communications</td>
<td>9</td>
<td>0.14</td>
<td>0.7</td>
<td>2</td>
</tr>
<tr>
<td>Team Experience</td>
<td>4</td>
<td>0.14</td>
<td>0.7</td>
<td>2</td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Culture-Capability</th>
<th>w(c)</th>
<th>v(c)</th>
<th>w(c)</th>
<th>v(c)</th>
<th>w(c)</th>
<th>v(c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>v(c(1))</td>
<td>0.14</td>
<td>1.00</td>
<td>0.11</td>
<td>0.74</td>
<td>0.10</td>
<td>0.72</td>
</tr>
<tr>
<td>v(c(2))</td>
<td>0.14</td>
<td>1.00</td>
<td>0.11</td>
<td>0.77</td>
<td>0.08</td>
<td>0.59</td>
</tr>
<tr>
<td>v(c(3))</td>
<td>0.14</td>
<td>1.00</td>
<td>0.11</td>
<td>0.76</td>
<td>0.04</td>
<td>0.31</td>
</tr>
<tr>
<td>v(c(4))</td>
<td>0.14</td>
<td>1.00</td>
<td>0.11</td>
<td>0.79</td>
<td>0.11</td>
<td>0.76</td>
</tr>
<tr>
<td>v(c(5))</td>
<td>0.14</td>
<td>1.00</td>
<td>0.10</td>
<td>0.72</td>
<td>0.06</td>
<td>0.52</td>
</tr>
<tr>
<td>v(c(6))</td>
<td>0.14</td>
<td>1.00</td>
<td>0.05</td>
<td>0.35</td>
<td>0.11</td>
<td>0.76</td>
</tr>
<tr>
<td>Total v(c)</td>
<td>1.00</td>
<td>0.76</td>
<td>0.62</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Length</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>v(c) (compatibility length)</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>w(c) (compatibility weight)</td>
<td>1.00</td>
<td>0.25</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>w(c(1/5)) comp. weight</td>
<td>1.00</td>
<td>0.25</td>
<td>0.09</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table F.9: Culture factors and capability / compatibility values

The required and available skills set and knowledge are defined (see Table F.10). The PM A shows more capability $\nu(s) = 64\%$ than (PM B) is $\nu(s) = 68\%$, but less compatibility with available weight when knowledge experience is removed and only skills experience is retained (PM A $\nu(s) = 36\%$). For example, a project manager’s profile can be defined in term of experience in a programming languages ($Pl$) as

$Pl = \{ (e_i, \varepsilon_i, v_i, \omega_i) > , i = \overline{1,4}\}$

$e_i$: Programming languages (Oracle Tools)

$\varepsilon$: Existence experience (4 years)

$v$: Skills or scale levels (senior = 2)

$\omega$: Weight is approximately equal (0.25)

$i$: Case number for $i^{th}$ factor (case no. 1)
PM A = \{"programming languages (Oracle tools)", <4, 2, 0.25>\}

<table>
<thead>
<tr>
<th>Skills</th>
<th>attr</th>
<th>prop</th>
<th>level</th>
<th>weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Programming Languages</td>
<td>5</td>
<td>3</td>
<td>0.25</td>
<td>4</td>
</tr>
<tr>
<td>Databases</td>
<td>3</td>
<td>3</td>
<td>0.25</td>
<td>3</td>
</tr>
<tr>
<td>O.S.</td>
<td>5</td>
<td>3</td>
<td>0.25</td>
<td>6</td>
</tr>
<tr>
<td>Experience</td>
<td>10</td>
<td>3</td>
<td>0.25</td>
<td>5</td>
</tr>
</tbody>
</table>

It is noted that the integrated quality characteristics for capability and compatibility provide a definition of how important leader capability needs to be to fit the project, even though both leadership and culture seem important to project success. Table F.11 shows the importance of both profiles. These are based on examples with a small number of attributes and from real life situations. This approach allows the selection of the most suitable people for given projects in a formal way rather than by a random selection.

<table>
<thead>
<tr>
<th>Profile</th>
<th>Total Capability (vi)</th>
<th>compatibility weight (w)</th>
<th>Compatibility w(1/available)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leader</td>
<td>0.77</td>
<td>0.21</td>
<td>0.27</td>
</tr>
<tr>
<td>Culture</td>
<td>0.70</td>
<td>0.07</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Table F.10: The skills set accumulator year of experience and capability / compatibility values

Table F.11: Compatibility and capability for leader and culture weight
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Abstract

Billions of pounds are spent annually in an effort to e-enable governments’ public services. The approaches that those governments follow in managing software cost estimation differ and are affected by many factors, such as the cultural environment, political system, leadership and economic strength. Since the Arabian Gulf States have similar factors to those mentioned above, the researchers have conducted their investigation in the capital city of UAE and believe that the results are alike in all Gulf States, except Dubai, as the character of its factors is different. In this study, 70% of the government departments in Abu Dhabi have been investigated. It was found that software development projects were over-budget, passed the deadlines or were lacking some of the required functionality. The absence of a well-defined model and the lack of software cost estimation skills, as well as the inflexibility of rules and regulations are the main reasons for these failures.

1.0 Introduction

Governmental departments worldwide spend billions of pounds annually in building information systems or in e-enabling their services. The approaches that those governmental departments follow in managing the software cost estimation differ and
depend on many characteristics. Those characteristics are directly affected by the country’s political system, economic strength, social behavior and culture and leadership.

In an effort to determine the most applicable model for software cost estimation in governmental departments, an understanding of the current approaches used in managing software development is necessary.

Arabian Gulf States (Bahrain, Oman, Saudi Arabia, Kuwait, Qatar and United Arab Emirates) have similar political systems, economy and social culture. Consequently, the researchers have conducted their study in Abu Dhabi and they believe that the results produced by this study are applicable to all the Gulf States.

In this paper sample departments have been selected from Abu Dhabi, the capital city of United Arab Emirates. These represent 70% of the government departments in Abu Dhabi and they share 73% of the IT spending in Abu Dhabi. Those departments have been studied very closely for a period of four months. A comprehensive survey was created and sent to those departments. The survey has been completed and validated through one-to-one meetings and site visits.

2.0  Background

Information technology plays an important role in the services sector of the United Arab Emirates (UAE) economy. In recent years the services sector has little to show for its spending on technology, however, the role of technology spending will be increasing in the coming few years [1,2,3].

According to a United Nations (UN) report, the UAE ranks among the leading countries in IT development and is ahead of many countries [1,2]. The UN declared in 2002 that the UAE was top in the Arab countries and ranked the 21st worldwide in measuring levels of e-Government. The Emirates continued to lead the Arab world in the year 2003, reaching the fourth generation of transactional, interactive e-Governments, which is only a step from the integrated version of e-Government. The achievement is mainly attributed to the politically driven implementation infrastructure of the telecommunication sector. UAE has also attained an outstanding level in standards of human development and distribution of population in the country. The Emirates provides comprehensive educational programs, which cover all segments of society [2].

The UAE has an open economy with a high per capita income and a sizable annual trade surplus. Its wealth is based on oil and gas output. The IT spending for the year 2003 was about 12.2 million pounds sterling on IT hardware, and expenditure for UAE was estimated at about 13 billion pounds sterling, including capital expenditures of 1.8 billion pounds sterling [4,5].

The United Arab Emirates will maintain its pan-Arab leadership in overall information and communication technology (ICT) use and development in 2008, according to the findings a study conducted by Madar Research [8]. The study described below also estimates the UAE IT market size in 2003, which is dominated by Abu Dhabi, and also forecasts market growth for 2008.

According to the Madar study, research and analyses indicated that Abu Dhabi represents 40% of the UAE total Information Technology labor market [9]. UAE Information Technology is an emerging market and has yet to reach the saturation
stage. The pace of Information Technology development has been firmly set by the political will which is the core force driving the migration of both government and businesses towards the digital economy. The UAE Information Technology market was estimated at 753 million pounds sterling at the end of 2003. Abu Dhabi emerged as the biggest Information Technology spender in UAE, with total IT spending in 2003 valued at 344 million pounds sterling or 46% of the Information Technology market. Abu Dhabi spent about 35% of its total Information Technology expenditure on Information Technology services, valued at 121 million pounds sterling, 20% on data communications valued at 69 million pounds sterling, 28% on computer equipment valued at 95 million pounds sterling, and 17% on software products valued at 59 million pounds sterling in 2003[8].

Overall, UAE per capita Information Technology spending in 2003 is estimated at 188 pounds sterling per capita, much higher than the world average, estimated at 109 pounds sterling. In terms of the Cooperation Council for the Arab States the Gulf (GCC) (average per capita Information Technology spending roughly £100), the UAE’s per capita Information Technology spending ranked second after Bahrain [8].

In the Global Information Technology Report 2002-2003[10], researchers for the world Economic Forum, gave the UAE a full score on the role of its leaders in creating an environment that is conducive to development of ICT. The UAE was the only Gulf Cooperation Council country receiving such a score, attributable to availability of a clearly spelled out ICT strategy, operational ICT-dedicated research facility, technology incubator, and Technopole initiative (Technopoles: refer to geographically defined entities aimed at fostering technology and expertise transfer such as technology parks, innovation centers and high – tech clusters) [10].

The UAE values today the highest level of ICT use in the Arab World. Madar Researchers give the Emirates the highest score among Arab countries, with mobile phone penetration standing at a high 68% and Internet at 30% - three times the world average of 10% [10].

3.0 The Approach

In this study, 70% of the Government departments in Abu Dhabi have been visited. The software development spending in those departments represents the 73% of the total spending in software development in Abu Dhabi.

A comprehensive survey has been prepared in an effort to determine the strategies that government departments have implemented for managing software development effort estimation.

The survey focused on collecting related information to type of software systems that have been developed in the government departments, as well as to variances between the actual cost and estimated cost. In this survey the researchers have been trying to identify the key reasons behind the variance between the actual cost and the estimated ones, see questionnaire in Appendix 1..

In an effort to ease the process of collecting the information the surveys have been designed in a multiple-choice format and have been completed in one-to-one meetings. In order to validate the accuracy of the collected information site visits were arranged. The information has been collected and validated in a three-month period. The researches have spent this time in validating and auditing the accuracy of the collected information.
The Figure 1 shows the responses that have been received from the departments.

![Pie Chart](image)

Figure 1: The overall response rates from Abu Dhabi Government Departments

4.0 The Data

In order to determine the various approaches that government departments follow in estimating the software development efforts, the researchers have started their study by inquiring about the approaches that the departments have chosen in developing their applications. The researchers have also looked at the various types of the applications developed in those departments. They have also investigated where most of these efforts have been expended to minor or major upgrades systems, or in developing new systems, see Appendix 1.

In this research the relation between the government departments and the software development vendors has been studied carefully. In an effort to understand the weaknesses and the strengths of the software development cost estimation models adopted in the government departments, the researchers have spent a considerable amount of time collecting data related to how the cost estimation process was conducted, in which phase it has been carried out and what the skills were that had been utilized to achieve the process.

In addition to the above, the researchers have investigated the main reasons behind the discrepancy between the estimated efforts and the actual ones.

5.0 Analysis

Despite the fact that most of the government departments’ core business are not related to software development, it has been observed that more than half of those departments have used enormous resources to develop their software systems in-house and with labor of their own technical employees. The other option, outsourcing systems software development, has not proved to be very popular among most of the government departments. A very small number of government departments have chosen both
options and developed in-house the software systems that consist of the most critical information, whereas non-core applications are outsourced.

Three main reasons have culminated in government departments’ preferring the utilization of their own resources and developing their systems in-house: the first reason stems from the lack of a national law governing software developments and digital signatures; the second because of the lack in the specialized skills in developing strong Service Level Agreements (SLAs); thirdly, opportunities for finding outsourcing software development vendors are limited. Figure 2 shows the proportions of each option adopted in the Abu Dhabi.

![Figure 2: The proportion of applications developed in-house, outsourced and Both Methods](image)

Most of the government departments surveyed started automating their internal systems in the mid 80’s; consequently, enterprise resource planning (ERP) systems development has come to occupy the largest portion of software development and utilization applications in government departments. E-enabling the services that are provided to the public is still in the early stages of development and has not been taken into account in the survey.

Not withstanding this, it is expected that in the next few years most of the government departments will pay considerable attention to providing their service through electronic means. Figure 3 presents the various types of software systems that are developed in government departments.
It has been noted that more than 50% of the departments interviewed have replaced old systems with new ones, rather than upgrading them. It is crucial to note that benchmarking with historical data has not been considered in depth when developing new systems. Figure 4 shows the different types of development activities that have been carried out in system developments.

Even though the majority of the government departments surveyed have developed their own applications in-house, only a small number of those departments have paid major attention to software development effort estimation. Departments have been forced to allocate their IT budget at the beginning of each fiscal year without focusing on the software development effort estimation, this being due to the rules and regulations that control the budgeting process. As shown in Figure 5 most departments calculate the cost of the production environment rather than focus upon the development effort.
It has been observed that 73% of the departments had signed time-based contracts with vendors rather than deliverables-based ones when outsourcing software development, see Figure 6. None of those vendors or the departments have estimated the software development effort or based their assumptions on a solid and recognized estimate model. Consequently, all of those projects without exception have failed and vendors have not been able to deliver the application on time, within the allocated budget or fell short of some of the required functionality.

Large numbers of departments have stated that they have a major discrepancy between the estimated and the actual cost for their software systems development. This weakness can be attributed to the fact that departments lack expertise in the field of software effort estimation. The preferred approaches that are followed by project managers inflate the project budget. Figure 7 shows the discrepancy between the estimated effort and the actual ones.
The chart below (Figure 8) further demonstrates the reasons behind the discrepancy between the actual and estimated effort. It is obvious that unanticipated tasks account for the main reason for the discrepancy. The results demonstrated here reflect the urgent needs for proper estimation model that should be followed when developing software systems in government departments.

- Inability to assess the skills of project team members
- Overlooked tasks
- Lack of an adequate methodology or guidelines for estimation
- Lack of historical data regarding past estimation and actual performance
- Lack of project control comparing estimates and actual performance
- Frequent requests for changes by users
- Performance reviews which did not consider whether estimates were met
- Poor requirements (lack of cooperation and lack of experience)
- Missing data
- Other

Figure 8: Reasons behind the effort estimation discrepancy
The other reasons for the discrepancy between the actual effort and the estimated one are due to the fact that software development estimation is conducted at the early stages of a project. Project managers are obligated by the rules and regulations that force them to set the software development budget prior to, or at the early stages of the project kickoff. Figure 9 below indicates that software development starts at the early stages of a project.

![Figure 9: When effort estimation occurs during a project](image)

In order to get more precise estimation and to avoid any risks, project managers prefer to perform some informal cost estimation. However, they tend to reduce small elements of the project scope rather than request revision of their budget. Figure 10 shows when the re-estimation process occurred during the project life cycle development.

![Figure 10: Reasons for cost re-estimation](image)
Figure 11 shows the parameters that have been re-estimated.

![Pie chart showing estimation parameters]

Project managers and leaders beside a large proportion of their IT teams were involved in the informal estimation (as indicated in the Table 1). Despite this diverse allocation of personnel only 5% of them have previous experience in cost estimation. It was noted, too, that some software cost estimation models have never been used in any of the projects or the departments surveyed.

<table>
<thead>
<tr>
<th>IT Position</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project manager (PM)</td>
</tr>
<tr>
<td>System manager &amp; system analyst</td>
</tr>
<tr>
<td>Technical advisor</td>
</tr>
<tr>
<td>Support team</td>
</tr>
<tr>
<td>Project administrator</td>
</tr>
<tr>
<td>Head of applications</td>
</tr>
<tr>
<td>Team leaders application of software</td>
</tr>
<tr>
<td>IT consultant</td>
</tr>
<tr>
<td>Network engineering officer</td>
</tr>
<tr>
<td>Programmers &amp; SW developers</td>
</tr>
</tbody>
</table>

Table 1: IT players in cost estimation

Also, it was observed that 40% of project managers took advanced training in project management, whereas, 60% present did not, Figure 12. However, none of them had undertaken a course on software cost estimation.
Figure 12 the proportion of project managers who attended Project Management training and those who did not attend any training courses

Finally, it was found that almost 90% of the teams involved in cost estimation tasks strongly recommended that they should participate in effort estimation training. This result reflects a major demand for offering specialized courses about software development cost estimation.

6.0 Discussion

Well defined national e-law and the availability of specialized skills in developing and managing Service Level Agreements (SLAs) are the key problems that drive the government departments not to outsource their software development. Solving those problems will help the departments to focus on their core business rather than spending a considerable amount of resource in managing the tiny details of software development.

After examining the data collected in this study the authors recommend the following in order to improve the effort estimation process.

Departments are requested to document their learned lessons at the end of each project. This will help to maintain more accurate software cost estimation for both the vendors and the departments.

Vendors and Departments should build and maintain a database to store all the historical data related to the completed Information Technology Projects. These sets of data should be used as a guideline for planning to new projects.

In order to be more accurate in maintaining software development effort estimation, a national database must be built and shared among all the government departments and vendors. It is believed that this database will provide very helpful and accurate estimates since the software development projects are similar in the government departments (please refer to the types of applications that are developed in the government departments Figure 3, as well as to the reasons behind the discrepancy between actual and the estimated ones mentioned in Figure 8).

In addition to the above, building this database will help in fulfilling the shortage in the cost estimation engineers that the government departments lack.
Awareness programs highlighting the importance of software development estimation should be conducted for senior management, project managers and staff. This will help in convincing the government department higher authority to invest in building and maintaining such database.

7.0 Conclusion

In this study, it was found that the software development projects were either over-budget missed the deadlines or fell short of some of their required functionality. The reasons behind these results may be summarized as follows:

1) Software cost estimation occurred at the early stages of the project and was consequently not based on a well-defined cost estimation model.

2) People in charge of software development lack the experience and the skills in software cost estimation.

3) Rules and Regulations that for e-Government and Information Systems are not defined well.

Clearly, in the UAE and elsewhere in the Gulf, leaders are keen and enthusiastic to seriously consider and implement more advanced models to software cost estimation.

The researchers concluded that by implementing advanced national database that stores all the historical data and lessons learned from the completed projects, will help greatly in maintaining more accurate estimation and in fulfilling the needs for specialized software cost estimation engineers. It is believed that this database would save the Gulf States a considerable amount of money.
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Introduction

Currently I am conducting a study to investigate the process used to estimate the effort of developing and maintaining systems involving significant amounts of software. The objectives of this study are to determine the current state-of-art in software effort estimation techniques to help identify methods and research directions for improving software effort estimation and control.

I wish to look at software development in various locations in the UAE. My approach is to identify a set of development and maintenance projects, which have been completed (or are close to completion), to determine when and how the software costs were estimated, and then to look at how the estimated effort relates to the actual effort.

I am interested to look at and study all of the software systems projects that you have and will be developing.

This document contains a set of topics and questions that are intended to gather information about specific projects, which has been undertaken by your organization.

The following questions will help me to determine the effort spent on software development. You can be assured that all replies will be treated in the strictest confidence, and that no organization or individual will be named, without prior approval, in any reports produced as a result of this questionnaire. If you are interested in receiving a copy of the collated results from this study, please let me know during the interview.

To make further inquiries please feel free to contact me at the following Address:

Khaled Hamdan
P O Box 17172
United Arab Emirates University, IT Unit-UGRU
Al Ain
United Arab Emirates
Khamdan@uaeu.ac.ae
Tel: 971(50) 6436350
Respondent Information

Company Name: __________________________________________

City / Emirate: __________________________________________

Contact Person (responsible for filling out this questionnaire)

Name: _________________________________________________

Job Title: ______________________________________________

Email: _________________________________________________

Telephone: _____________________________________________

Remarks: _______________________________________________
1. Was the project developed totally in-house or was it contracted to an external vendor?

☐ In-house
☐ Out sourced

2. Does your department have developed or used any of the following systems?

<table>
<thead>
<tr>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>f) Enterprise Recourse Planning System</td>
<td>☐</td>
</tr>
<tr>
<td>g) Business related Systems</td>
<td>☐</td>
</tr>
<tr>
<td>h) Control System</td>
<td>☐</td>
</tr>
<tr>
<td>i) Decision Support System</td>
<td>☐</td>
</tr>
<tr>
<td>j) Other (Please state)</td>
<td></td>
</tr>
</tbody>
</table>

3. What was expected to be delivered at the completion of the project?

☐ A new system was required
☐ A major upgrade: a currently existing system was upgraded, requiring extensive amounts of new software to be developed
☐ A minor upgrade: a currently existing system was upgraded required (some) software
☐ A system was updated by modify existing software

4. Which one of the following methods have you selected while allocating the budget for the IT projects?

☐ Estimated the software development effort separately and add it to the total cost of the project
☐ Didn’t estimate the software development effort and instead looked at the project as a whole

5. What was the contracted effort?

☐ Time based contract
☐ Based on Deliverables

6. How close was the contracted effort to the bids? (Please state).

☐ More
☐ Less
☐ Acceptable (variance between actual effort and estimated one are negligible)
☐ Not applicable (N/A)
7. In your opinion, what were the reasons for the discrepancy between the actual effort and the estimates?

- Inability to anticipate skill of project team members
- Overlooked tasks
- Lack of an adequate methodology or guidelines for estimating
- Lack of historical data regarding past estimates and actual performance
- Lack of project control comparing estimates and actual performance
- Inability to tell where past estimates failed
- Frequent requests for changes by users
- Performance reviews don’t consider whether estimates were met
- Missing Data
- Other (please state) ____________________________

8. At what stage of the project life cycle did this effort estimation occur?

- Beginning of each phase
- Initial project plan
- Prior to project award (before approval)
- Prior to implementation stage
- After system requirement analysis phase
- End of stage 1 out of 4 stages

9.1 Were any re-estimates of effort performed during development?

- Yes
- No

9.2 If Yes to 9.1, then please identify when the re-estimating procedures were invoked (see list below). If possible, indicate when (in the development life cycle) the re-estimates occurred, and the result of the re-estimates. (Please tick appropriate box)

- Informal re-estimates performed during development.
- Formal re-estimates performed at pre-defined milestones.
- An amendment changed the system being built and a re-estimate was required.
- Other (Please state) ____________________________

9.3 Which items were included in the re-estimates? (Check all that apply)

- Software
- Hardware
- Number of delivered units
- Testing
- Integration
- Documentation
- Training
- Other (please state) ____________________________
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10. List the job titles of the people whom involved in the estimation process.

11. Did the people involved in the estimation process have any previous experience in software effort estimation before they were called upon to estimate for this project?
   - Yes    - No

12. Was any training in project management provided for individuals?
   - Yes    - No

13. Is such training required in your opinion?
   - Yes    - No

14. If training was provided, do you think the training improved your organization’s ability to arrive at accurate effort estimates?
   - Yes    - No

15. I would be grateful for any other information that you could offer, in order to clarify your responses, or to make further suggestions for the study. This may include questions that were not asked or were inappropriate to your department.

16. Would you be willing to take part in a further interview?
   - Yes    - No

17. Would you like a copy of the results of the survey?
   - Yes    - No

Thank you for taking part in this survey and for your co-operation.
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Abstract

Software project cost and effort estimation has become an increasingly important field in the past years due to the overwhelming role of software in today’s global market. Several studies have been dedicated to create models in order to estimate the effort of software development. Most of the studies focused on expert judgment, analogy, parametric and algorithmic methods, bottom-up methods, and top-down methods. Nearly all estimating methods need information about how projects have been implemented in the past. However, this information may be of limited use to estimators, as there are uncertainties in the way that various terms, variables and factors are being interpreted. Two projects that may seem similar may indeed be different in a critical way. Moreover, the uncertainty in assessing similarities and differences means that two different analysts could develop significantly different views and effort estimates. The major contributions this paper makes are: 1) identification of an ontology-based cost estimation process framework for defining the semantics of project development data; 2) introduce the culture factor as it affects the software effort estimation; 3) development of a Software Effort Estimation Ontology System (SEEOS) for use in estimating software project cost in a group of organizations. The system establishes a set of common project parameters between different projects and provides a common understanding of project parameters and their semantics. This system enables project managers to elicit software project features that are semantically compatible with new project requirements. The system has been implemented using Java and a relational database management system and data which have been collected from within UAE companies using an online system.

Index Terms: Project effort estimation, Ontology engineering, Case-based reasoning.

1. Introduction

Software project cost and effort estimation is an increasingly important field due to the overwhelming role of software in today’s global market[1]. However, there is no optimal approach to accurately predict the effort needed for developing a software system[2]. Usually, the information gathered at the early stages of software system development is insufficient for providing a precise effort prediction. Even if data exist for a software system that appears analogous to the new case there will be new facets of development in the new case. For example, the system is likely to use different developers and internal company politics surrounding development may be very different. This means that it may be practically impossible to produce an accurate estimate of system development effort at an early stage in the project. Yet other problems which can affect accurate estimation include[3].
• Novel application of the software
• Changing technology
• Lack of homogeneity of project experience
• Subjective nature of estimating
• Political implication

In this study we identify a difficulty, which to the authors best knowledge has not been widely considered as a factor affecting estimate accuracy “Cultural implications.” We use the Gulf States as an example of a group of countries with a particular cultural type, and this culture may have had an impact on the accuracy of software effort and cost estimation. The Gulf States all have similar cultural environments, political systems, leadership and economic strengths. Within the Gulf States, the United Arab Emirates (UAE) has been considered as one of the fastest growing countries in utilizing, adopting and developing Information Technology in the Gulf States and the Middle East. Local and Federal government agency has spent millions of dirhams on internal software development. However, a big portion of those developed applications either went over budget or have failed to be delivered on time[4].

Our research to date has identified that there is no single formal estimation method or model in use for software cost estimation[4]. From questionnaires completed by the various organisations in the UAE, it appears that failures and over-runs in most of the application development projects have been attributed, by the questionnaire respondents, to lack of an estimation model. We therefore recommend that a common software cost estimation model, which takes into account the culture of the countries, should be constructed for the UAE and the Gulf States. The first step towards creating this model has been determined by identifying the parameters of the model.

This study has identified the importance of organisational and cultural factors and project leadership for improving effort estimates by Analogy. In the UAE, senior management or functional managers (department managers) have more authority than the project managers, and this influences the process of cost estimation. We intend to use our newly identified factors, such as project management authority and privileges, to increase the range of factors considered and the scope of usage of Case-Based Reasoning methods and in so doing to improve the accuracy of existing effort estimates in the Gulf States. For example, Shepperd’s Case-Based Reasoning (CBR) model is seen to be a model that could be suitably adapted for use in the UAE[2].

A large number of researchers[1,2,5] and others have tried to develop models for measuring and estimating software development effort. Few of those models have considered or focused on the cultural issues within the organization or the leadership characteristics of the project managers. This research proposes that organizational culture and project leadership is a very significant factor in determining the precise effort required for software development projects. This is particularly true within the Arabian Gulf States. In order to determine and validate the hypothesis, a survey of software development projects within government departments in the Gulf States has been undertaken, and the impact of organizational culture and leadership on software effort estimation has been determined.

2. Approaches to Cost Estimation

There are various techniques used in software cost estimation. Examples include the Delphi method[6] and Nelson's SDC[7]. In the 1970’s and the 1980’s, more models such as TRW Wolverton[8], SLIM[9], Checkpoint[10], PRICE-S[11], SEER[12], ESTIMACS[13] and COCOMO[14] were developed. All these models faced the same problem where software increased in size and use, it also expanded in complexity, making it very difficult to accurately predict the cost and the quality of software product. Barry Boehm[15] identified the main ways of deriving estimates of software development effort as:

• Algorithmic models, which use effort drivers representing characteristics of the target system and the implementation environment to predict effort.
• Expert judgment, where the advice of knowledgeable staff is solicited[16].
• Parkinson, which identifies the staff effort available to do a project and uses that as the estimate.
• Price to win, where the estimate is a figure that appears to be sufficiently low to win a contract.
• Top-down, where an overall estimate is formulated for the whole project which is then broken down into the effort required for component tasks.
• Bottom-up, where component tasks are identified and sized and these individual estimates are aggregated.
• Analogy, also CBR, where a similar, completed, project (source cases) is identified and its actual effort is used as the basic of the estimate for the new project (target case).
Here the Analogy model is considered. Methods using analogy rely on data from actual projects, avoiding expert judgment’s reliance on recall. The authors[2] also avoid the complexity of parametric/algorithmic models. They intended to provide some experimental data to assist with the more effective use of CBR techniques for building prediction systems[2]. Through their study, they concluded that the overall picture of their research suggested that estimation by analogy tends to be a more accurate prediction method. They also concluded that collecting historical data is sufficiently challenging and they prefer to allow estimators the freedom to utilize those features that they believe best characterize their projects and that is most appropriate to their environments using Euclidean distance as a means of measuring similarities between cases[5].

In this research, the similarities and differences between the different projects’ features and the source case that is nearest the target by measuring the distance between cases adapted from[2] as shown in equation 1 and equation 2 was identified.

\[
\text{Sim}(C_1, C_2, F) = \frac{1}{\sqrt{\sum_{j \in F} \text{Feature\_Similarity}(C_{1j}, C_{2j})}} 
\]

\[
F = \text{Set of features} \\
C_1, C_2 = \text{Cases} 
\]

\[
\text{Feature\_Similarity}(C_{1j}, C_{2j}) = \begin{cases} 
2 & \text{Features are numeric} \\
0 & \text{Feature categorical and } C_{1j} = C_{2j} \\
1 & \text{Feature categorical and } C_{1j} \neq C_{2j} 
\end{cases} 
\]

Tools, such as Bournemouth University’s ANGEL[2], can be used to support the estimation. However, there are several disadvantages to using such analogies some of which are:

- Similar projects may not exist.
- Historical data may not be accurate.
- Case data can be hard to gather.
- It is necessary to build a library of cases before the system can be useful.
- Cases require interpretation; two projects that may seem similar may indeed be different in a critical way. Moreover, the uncertainty in assessing similarities and differences means that two different analysts may have significantly different views and eventual estimates.

We have developed a Software Effort Estimation Ontology System (SEEOS) for helping to estimate software project cost estimation using ontology as shown in Fig 1. The left side panel shows the project’s entities along with their attributes, descriptions and values. While the right side panel shows the selected entities by the project manager(s) to be estimated. This system was implemented using Java and relational database management system and the data, which were collected within UAE companies using an online system that has been developed as part of this project as shown in Fig 2.

![Figure 1: SEEOS User Interface](image1.png)

![Figure 2: Database Online System](image2.png)

3. Software Cost Ontology

Nearly all estimating methods need information about how projects have been implemented in the past. There have been some attempts to set up industry-wide database of past projects, e.g. [17]. However, this data seems, to us, to be limited in use to estimators who are able to interpret and account for the uncertainties in the way that various terms and factors can be interpreted in the context of their own organizations. For example, the use of the term ‘testing’ needs to be carefully examined in the database and assessed within the
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context of the estimators system development practices and project constraints. Does it cover the activities of the software developer when debugging the code? Furthermore, does ‘design’ include drawing up a program structure diagram or does this come under the heading of ‘software development’? [3] Care needs to be taken in judging the applicability of data to the project under consideration. Such judgments also need to be applied to possible differences in other environmental factors such as the methods of programming in the same language, how development standards are enforced, how to classify the experience of the staff, etc. The project managers must be able to select similar existing software projects based on well understood similarity features.

In this study we have developed an ‘ontology of software development’, which allows the semantics of software development to be classified by using our ontology of project factors. We believe the ontology will enable project managers to elicit a software project’s features correctly. The semantics of a software project’s development factors are elicited based on our ontology system, which guides the application manager’s activities by using a set of definitions for each attribute included in the ontology system. Ontology defines the semantics of the project parameters and their relationships; it establishes shared conceptions between different projects. Fig 3 shows part of the developed ontology.

The ontology associates each Project type with an Organization’s Line of Business as Sub Class Of, each SEEOS mode is associated with a set of entities and attributes associated with Type and values. The following is a description of the concepts used in the ontology:

Fig3: Project cost estimation ontology
The system is categorized into Support, common, and Core Systems. Those systems have IT budget that has services, Hardware or Software Cost, mandates, and training, while training has online and onsite. Computed has Languages and Project Size. And obtained mode has Organizational Type, Project Leadership and Culture. Culture has Job Stability, Life expenses, Inflation rates, and Project team Culture. The ontology classifies a junior developer as the one who has more than 1 year of experience and less than 5 years. Senior developer was identified as the one who has more than 5 years of experience and less than 10 years. A principal developer is someone who has more than 10 years of experience. Culture and leadership amongst other concepts have also been introduced as depicted in Table 2. The values of the corresponding Organizational Culture variables have been specified as follows: 1-3 (Low), 4-6 (Nominal), and 7-9 (High). For example, Timely means respecting time and the individual understands general views of time (event or relationship). If it is 95% of time, then the scale is 9. Low means that the individual slacks, or has frequent absences. Nominal is when the individual frequently comes late to work or for a meeting. The other attributes like collaboration, job stability, intercultural intelligence, reward, communications, and team experience have the same values on the scale.

<table>
<thead>
<tr>
<th>Organizational Culture</th>
<th>Low</th>
<th>Nominal</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timely</td>
<td>1-3</td>
<td>4-6</td>
<td>7-9</td>
</tr>
</tbody>
</table>

4. Conclusion

This paper proposes to reduce the risk of misunderstandings by unifying the terminology of the different stakeholders with the help of an ontology. In this study a SEEOS has been presented for assisting in the estimation of software project effort and cost. Software to support and enable the use of the SEEOS has been developed, which incorporates specific cultural terms, factors and issues that have been identified as an influence on cost estimation. The identified factor values will then be used in a CBR system for effort estimation. This system is expected to enable project managers to elicit software project factors, features and terms that are semantically equivalent to those used in a new project and for which effort and cost estimate are required. The efficacy of this SEEOS and its impact on the accuracy of effort estimates will be tested within the Gulf States and reported over the forthcoming years of its application.

5. References

## Appendix H: Glossary

### List of Acronyms and Abbreviation

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AEM</td>
<td>Algorithmic Estimation Models</td>
</tr>
<tr>
<td>AFP</td>
<td>Adjusted Function Points</td>
</tr>
<tr>
<td>ANOVA</td>
<td>Analysis of Variance</td>
</tr>
<tr>
<td>CBR</td>
<td>Case-Based Reasoning</td>
</tr>
<tr>
<td>COCOMO</td>
<td>Constructive Cost Model</td>
</tr>
<tr>
<td>DARPA</td>
<td>Defense Advanced Research Projects Agency</td>
</tr>
<tr>
<td>DBMS</td>
<td>Database Management Systems</td>
</tr>
<tr>
<td>DFD</td>
<td>Data Flow Diagrams</td>
</tr>
<tr>
<td>DoD</td>
<td>Department of Defense</td>
</tr>
<tr>
<td>E</td>
<td>Effort</td>
</tr>
<tr>
<td>EbA</td>
<td>Estimation By Analogy</td>
</tr>
<tr>
<td>EI</td>
<td>External Inputs</td>
</tr>
<tr>
<td>EIF</td>
<td>External Interfaces Files</td>
</tr>
<tr>
<td>EJM</td>
<td>Expert Judgment Models</td>
</tr>
<tr>
<td>EO</td>
<td>External Outputs</td>
</tr>
<tr>
<td>EQ</td>
<td>External Inquiries</td>
</tr>
<tr>
<td>ERD</td>
<td>Entity Relationship Diagrams</td>
</tr>
<tr>
<td>ERP</td>
<td>Enterprise Resource Planning</td>
</tr>
<tr>
<td>FPs</td>
<td>Function Points</td>
</tr>
<tr>
<td>GCC</td>
<td>Gulf Co-Operation Council</td>
</tr>
<tr>
<td>GDP</td>
<td>Gross Domestic Product</td>
</tr>
<tr>
<td>GL</td>
<td>Generation Language (2nd, 3rd, 4th)</td>
</tr>
<tr>
<td>GSC</td>
<td>General System Characteristic</td>
</tr>
<tr>
<td>HR</td>
<td>Human Resources</td>
</tr>
<tr>
<td>IEEE</td>
<td>The Institute of Electrical and Electronics Engineers, Inc.</td>
</tr>
<tr>
<td>IFPUG</td>
<td>International Function Points User’s Group</td>
</tr>
<tr>
<td>IFPUG</td>
<td>International Function Point User Group</td>
</tr>
<tr>
<td>ILF</td>
<td>Internal Logical Files</td>
</tr>
<tr>
<td>ISPA</td>
<td>International Society of Parametric Analysts</td>
</tr>
<tr>
<td>IT</td>
<td>Information Technology</td>
</tr>
<tr>
<td>JSP</td>
<td>Java Server Page</td>
</tr>
<tr>
<td>LN</td>
<td>Natural Logarithmic</td>
</tr>
<tr>
<td>LOC</td>
<td>Lines of Code</td>
</tr>
<tr>
<td>LS</td>
<td>Leadership</td>
</tr>
<tr>
<td>MRE</td>
<td>Magnitude of Relative Error</td>
</tr>
<tr>
<td>MER</td>
<td>Magnitude of Relative Error to the Estimate</td>
</tr>
<tr>
<td>MdMRE</td>
<td>Median of the Magnitude of Relative Error</td>
</tr>
<tr>
<td>MMRE</td>
<td>Mean Magnitude of Relative Error</td>
</tr>
<tr>
<td>MMER</td>
<td>Mean Magnitude of Error Relative to the Estimate</td>
</tr>
<tr>
<td>N</td>
<td>New</td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautical And Space Administration</td>
</tr>
<tr>
<td>O</td>
<td>Old</td>
</tr>
<tr>
<td>OR</td>
<td>Ordinal Regression</td>
</tr>
<tr>
<td>Org</td>
<td>Organisation</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Component Analysis</td>
</tr>
<tr>
<td>Pred(25)</td>
<td>Percentage Predicted with a MER less or equal than 0.25</td>
</tr>
<tr>
<td>PRICE S</td>
<td>Price Software Model</td>
</tr>
<tr>
<td>QSM</td>
<td>Quantitative Software Management</td>
</tr>
<tr>
<td>R</td>
<td>Coefficient of Correlation</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>---------------------------------------</td>
</tr>
<tr>
<td>R2</td>
<td>Coefficient of Determination</td>
</tr>
<tr>
<td>S</td>
<td>Size</td>
</tr>
<tr>
<td>SE</td>
<td>Standard Error</td>
</tr>
<tr>
<td>SEEOS</td>
<td>Software Effort Estimation Ontology System</td>
</tr>
<tr>
<td>SEER-SEM</td>
<td>System Evaluation and Estimation of Resources</td>
</tr>
<tr>
<td>SLIM</td>
<td>Software Life-Cycle Model</td>
</tr>
<tr>
<td>SLOC</td>
<td>Source Lines of Code</td>
</tr>
<tr>
<td>SPR</td>
<td>Software Productivity Research</td>
</tr>
<tr>
<td>UAE</td>
<td>United Arab Emirates</td>
</tr>
<tr>
<td>UFP</td>
<td>Unadjusted Function Points</td>
</tr>
<tr>
<td>UN</td>
<td>United Nation</td>
</tr>
<tr>
<td>VAF</td>
<td>Value Adjust Function Points</td>
</tr>
<tr>
<td>WBS</td>
<td>Work Breakdown Structure</td>
</tr>
</tbody>
</table>